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Foreword

This edition of the IRS Research Bulletin (Publication 1500) features selected papers from the IRS-Tax Policy
Center (TPC) Research Conference held on June 22, 2023, at the Brookings Institution in Washington, DC.
Conference presenters and attendees included researchers from many areas of the IRS, officials from other
government agencies, and academic and private sector experts on tax policy, tax administration, and tax com-
pliance. Many people participated in this, our first in-person conference in several years. Videos of the presen-
tations are archived on the Tax Policy Center website to enable additional participation.

The conference began with welcoming remarks by Wendy Edelberg, Director of the Hamilton Project at
the Brookings Institution, Eric Toder, Institute Fellow at the Urban-Brookings Tax Policy Center, and Barry
Johnson, then Deputy Chief Data and Analytics Officer in the IRS Office of Research, Applied Analytics and
Statistics. The remainder of the conference included sessions on taxpayer service, estimating audit after-
shocks, understanding contemporary taxpayers, and hidden assets and networks. The keynote speaker was
Washington Post columnist Catherine Rampell, who offered her insights on contemporary tax policy and tax
administration issues.

We trust that this volume will enable IRS executives, managers, employees, stakeholders, and tax adminis-
trators elsewhere to stay abreast of the latest trends and research findings affecting tax administration. We an-
ticipate that the research featured here will stimulate improved tax administration, additional helpful research,
and even greater cooperation among tax administration researchers worldwide.
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Looking Beyond Level of Service: Using
Behavioral Insights To Improve Taxpayer
Experience

Jan Millard (IRS, RAAS), Omar Farugqi, Jonah Flateman, Jamil Mirabito, Sarah Smolenski,
Michael Stavrianos, and Lauren Szczerbinski (ASR Analytics LLC)

n 2016, as part of the Servicewide Future State Initiative, the IRS initiated a notice redesign effort focusing

on Collection notices issued through the Automated Collection System (ACS) (e.g., LT11, LT16) as well

as those issued prior to ACS entry (e.g., CP14, CP501, CP503, CP504). The redesigned notices included
changes to wording and format which collectively guide taxpayers towards desired behaviors and away from
undesired behaviors. These “behavioral nudges” were designed based on a robust and rapidly growing body of
research from the behavioral sciences (e.g., psychology, neuroscience, behavioral economics), which examines
how individuals absorb, process, and react to information, and applies this knowledge to design practical poli-
cies and interventions with human behavior in mind.' IRS has explored the application of behavioral nudges
through other taxpayer communication channels, including recorded announcements in the Customer Voice
Portal (CVP) system.” This initiative was prompted, in part, by a 2019 study conducted by the United Kingdom’s
tax authority, which found taxpayers were much more likely to “channel shift” (i.e., abandon a telephone call in
favor of web-based self-service) after hearing certain recorded messages containing behavioral nudges.

This paper discusses a pilot test conducted to evaluate the efficacy of a sequence of CVP message prompts
redesigned using behavioral insights to encourage callers routed to ACS Application 75 (App 75) to abandon
the call queue and shift to online service channels.’ The study team used behavioral design techniques to
develop an alternative sequence of voice prompts with the taxpayer experience in mind, aiming to increase
awareness of online resources relevant to specific tax issues (e.g., establishing an online account to access
tax return information and view payment history) and provide callers with information necessary to con-
sider self-service channels to resolve their issue rather than continue to wait on hold for a Customer Service
Representative (CSR). As the IRS seeks to reduce costs, improve taxpayer compliance, and enhance the overall
taxpayer experience, redesigning CVP announcements based on research from behavioral sciences provides
an opportunity to achieve all three objectives.

The pilot results suggest using behavioral insights to design voice prompts can improve taxpayer experi-
ence. Using voice prompts to provide salient details of the benefits of using online tools enables taxpayers to
opt-in to preferred service channels, thus saving both time and money. Taxpayers who called the IRS and
heard redesigned messages were more likely to abandon their call and shift to online channels compared with
callers who heard the existing messages. By informing taxpayers of the availability of relevant online alterna-
tives, phone assistors were freed up to answer calls from taxpayers who prefer or require CSR assistance to
resolve their tax issue.

! The name of this discipline stems from the Behavioral Insights Team, an organization established in 2010 within the government of the United Kingdom to

improve government policy and services and save money using behavioral nudges. The concept of using behavioral insights to improve performance has become
pervasive throughout government. In 2015, a U.S. Executive Order encouraged all Federal departments and agencies to develop strategies for applying behavioral
science insights to programs and, where possible, rigorously test and evaluate the impact of these insights.

CVP is a component of the IRS Unified Contact Center Enterprise (UCCE), an IP-based technology for call distribution and management, to support taxpayers
and IRS partners who want to communicate with the IRS by phone. UCCE routes calls to applications which encompass a distinct product line or service and may
have a dedicated call queue and group of trained CSRs.

*  Calls are routed to App 75 when the caller provides a TIN and UCCE evaluates the TIN for an ACS indicator. A call enters the CVP queue once the call is routed to
the application and remains in the queue until 1) the caller hangs up, abandoning the call; 2) the CVP executes a courtesy disconnect due to extreme call volume;
or 3) the caller connects with a CSR.
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Findings from the study also point to opportunities to use behavioral methods to redesign message
prompts on other IRS phone applications. Designing effective nudges requires an understanding of the reasons
taxpayers may call the IRS to ensure voice prompts provide information most relevant to those circumstances.
As such, this paper builds on findings from the CVP pilot and introduces an approach to attribute outcomes,
such as taxpayer phone calls, to events. This approach can inform future opportunities to tailor call queue mes-
sages to caller profiles, thereby increasing the effectiveness of messages in encouraging callers to self-resolve
tax issues through online service channels. As the IRS continues to expand online service offerings available to
taxpayers, behavioral insights can be used to promote adoption by informing taxpayers of relevant tools and
explaining how to use them.

The IRS uses Level of Service (LOS) to evaluate its ability to assist callers, measuring the proportion of calls
routed and connected with a live assistor. LOS excludes calls routed to automated assistance and callers who
hang up before connecting with an assistor. By this measure, answering as many calls as possible is the optimal
outcome, while the value of issue resolution via self-service alternatives may not be considered. Using more
comprehensive metrics could help the IRS evaluate its ability to provide “top quality service” to taxpayers. For
example, CVP pilot results showed using voice message prompts to encourage channel shift can accelerate
issue resolution, both by enabling callers to self-serve online and by freeing up live assistors to handle callers
with more complex issues unable to be resolved online. This paper will discuss alternative measures to evaluate
taxpayer experience beyond LOS as the IRS continues to expand online services available to taxpayers.

Methodology and Design

Lessons learned through prior notice redesign pilots informed the approach to test the impact of designing
voice prompts to encourage callers routed to ACS App 75 to use self-service channels rather than remain on
hold in the call queue.

Message Design

A growing body of research conducted by the IRS and other tax authorities demonstrates Behavioral Insights
can be used to improve tax administration by nudging taxpayers towards desirable actions and away from
undesirable actions. To develop improved versions of the CVP announcements, the IRS leveraged insights
derived from previous notice redesign efforts and related behavioral research input from IRS stakeholders
and additional research on the use of behavioral nudges to influence customer contact channels, including a
2019 study conducted by the United Kingdom’s tax authority, Her Majesty’s Revenue and Customs (HMRC).*
The HMRC study is highly analogous to the CVP test as it used recorded messages to encourage callers who
could self-serve to use online service tools by applying behavioral nudging techniques. HMRC increased chan-
nel shift rates by using behavioral insights to enhance high-traffic messages with the greatest potential for
improvement.’

o Be definite and clear where possible, adding “if you can do this online, please hang up now”

» Give precise instructions. Provide taxpayers with a specific digital resource rather than a general
resource like IRS.gov. Callers may have previously tried to self-serve online and may be less likely to do
so again unless provided with new or more helpful information.

o Shorten announcements. Keep messages to 30 seconds or less and ensure each message contains no
more than seven pieces of information.

o Prime individuals for lists. Use leading language to alert callers to a forthcoming list (e.g., “There are
several kinds of income you will need to tell us about. These are...”)

*  Her Majesty’s Revenue and Customs. Behaviour, Insight, and Research Team (BIR), 2019.

> The HMRC paper used the following behavioral insights techniques to improve announcements for callers: definite and clear language, precise instructions for
completing tasks, shorter announcement length, list priming, and incentives for using self-service channels like online resources.
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» Provide incentives to move away from the phone. Taxpayers who call are already tied to the telephone
response channel. Highlighting incentives can nudge callers to try digital self-service tools.

Callers entering the ACS App 75 queue hear prerecorded announcements followed by hold music until the
call is abandoned, disconnected, or routed to a CSR. Announcements provide general information regarding
potential actions to resolve issues. Announcement themes include relevant information pertaining to making
payments or payment plans online or provide guidance for preparing account documentation prior to con-
necting with a CSR. Should the caller wish to connect with a CSR, the CSR can assist the caller with the fol-
lowing: making full payments (by assisting taxpayers with online payment applications or sending a payment
via mail); establishing payment plans; obtaining levy sources; reviewing liability disagreements; evaluating
eligibility for Currently Not Collectible (CNC) determination; and resolving inquiries related to these issues.

The study team developed a sequence of five prototype announcements for App 75, which were evaluated
in the pilot . The prototype messages address specific taxpayer concerns, highlight benefits of self-service tools,
and acknowledge resource constraints associated with IRS phone resources. The redesigned messages aimed
to nudge callers to abandon earlier in the sequence, freeing up space in the call queue for callers with more
complex issues. To achieve this, the order of message themes in the sequence address issues expected to be
most common among callers first. Table 1 summarizes themes employed by control and redesign announce-
ment sequences. The first two announcements aim to nudge those calling to make a payment or establish or
modify a payment plan to use IRS online tools by highlighting the salient benefits. The remaining messages in
the sequence reiterate the availability of online services and remind callers to have their documentation ready
if they intend to speak with a CSR.

TABLE 1. Control and Prototype Announcement Themes

Message # Control Announcements Redesigned Announcements
Make sure you're prepared when your call is If you're calling to make a payment, online is your best
answered. option.
Message 1 H .
ave details on hand related to the cause of IRS cannot accept payments over the phone, but there
balance due, your financial situation, and any is a quick, easy, and secure option online
unfiled returns
Online options are available. If you're interested in a payment plan, OPA is the best
choice.
Message 2 Go to irs.gov/payments to explore a variety of
online service options, such as accessing ac- Benefits of using OPA include reduced user fees for new
count information or making a payment and modified plans, instant confirmation, and the ability
to explore a variety of plan options
Go to IRS.gov and use the search feature to Use Online Account to view up-to-date account
find services. information.
Message 3
There are many services available online that Assure “comfort callers” the most current information
don’t require waiting about their account is accessible through OLA
Payment plan options may be available if you While you’re waiting, check out online services.
can’t pay now.
Acknowledge the wait time and suggest checking out
Message 4 N . . )
Visit irs.gov/payments—you may be able to pay | new and improved features available online
a portion of your balance or make payments
with credit card
Check out safe and secure services on IRS. If you choose to wait, make sure your information is
gov. ready.
Message 5
You don’t have to wait—you can go to IRS.gov Recap online service options (before indefinite hold) and
to explore online services remind callers to have information ready
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Test Methodology

To test the effectiveness of the redesigned message sequences, the pilot alternated the control and redesigned
message sequences played to callers routed to the App 75 call queue. The pilot included callers entering the
ACS App 75 queue by inputting a valid Taxpayer Identification Number (TIN) with an ACS indicator present
on their account. Results were tracked for 30 days after the final pilot call.

Due to CVP system constraints, calls could not be randomly assigned to either redesigned or control
message sequences.® As such, the test could not be implemented as a true randomized control trial. Control
and redesigned message sequences were alternated each day during the six-week test period: July 12 through
August 20, 2021. A comparison of characteristics of the two samples verified they were similar in all key re-
spects, other than the treatment received.

To measure the effectiveness of redesigned CVP announcements, we evaluated caller behavior after reach-
ing the App 75 call queue and compared outcomes for callers who heard control messages with callers who
heard the redesigned messages. Metrics describing call outcomes (e.g., call abandon rate) were evaluated over
the time interval in which the taxpayer was in the application. Metrics describing channel shift and online ser-
vice access were evaluated over the 30 days following the caller entering the CVP queue. We compared metrics
observed among the treatment group to those observed among the control group and tested the statistical
significance of any differences. The following outcomes were evaluated across control and redesign callers in
the pilot sample:

o Channel Shift: Callers who channel shift abandon their call before connecting with a CSR and access
IRS online resources within 30 days of the call.

o Online Resource Access: Online resource access evaluates use of Online Account (OLA), Online
Payment Agreement (OPA), or Get/View transcript applications occurring after a pilot call.

o Average Speed to Answer (ASA): Time callers spent in queue before connecting with a CSR. Increasing
callers who channel shift should reduce the amount of time callers remaining in the queue must wait to
connect with a CSR.

 Abandoned Calls: Proportion of calls abandoned while in the queue. Increasing rates of call abandonment
among callers who can self-serve online will free up CSR capacity to assist callers with more complex
tax issues. ”

Sample Selection

The primary goal of the CVP pilot was to encourage callers able to self-service to abandon the call queue and
shift to online service channels to resolve their tax issue. Therefore, the channel shift rate was the preferred
metric for determining sample size requirements. Historic channel shift rates are not available for App 75 due
to an inability to connect associated TIN-level data for abandoned call records. For this reason, we used histor-
ic channel shift rates from a prior pilot evaluating channel shift rates among LT11 notice recipients.® Individuals
receiving this notice would be a subset of App 75 callers due to their account being in ACS. Because the LT11
taxpayer population received a notice of intent to levy, this population may be more apt to contact the IRS. For
this reason, we used the channel shift rate provided by HMRC as a comparison. By reviewing variance in these
two channel shift rates, we determined the sample sizes required to detect meaningful differences in channel
shift rates across message groups. Achieving 90% power in identifying a 1% difference using the 1.59% channel
shift rate reported in the HMRC study required a minimum sample of 3,500 calls. A more conservative ap-
proach to identify a 1% difference at 90% power using the channel shift rate from the LT11 population required
a minimum sample of roughly 30,000 calls.

¢ Each call queue uses a single sequence of announcements at any given time, so all callers in the queue at the same time must hear the same announcements,
meaning the control and treatment groups could not be tested concurrently.

7 LT11 Notice Redesign Pilot Test (2019). Internal Revenue Service.

8 Data retrieved from Intelligent Contact Management/Customer Voice Portal (ICM/CVP) platform. TIN-level data later acquired via UWR 2021-099 and merged
with ICM data.
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During the pilot, 307,837 calls were routed to ACS App 75.° About 63% of calls were exposed to at least
one control or redesigned message, meaning the caller remained on the call long enough to hear at least one
message in the announcement sequence before connecting with a CSR, receiving a courtesy disconnect (due to
high call volume), or abandoning their call while waiting in queue. After exclusions, the resulting population
consisted of 85,102 taxpayers and 103,512 calls.”® Given the large sample size, the test was sufficiently powered
(90%) to detect a 1% difference in the channel shift rate attributable to redesigned messages.

Pilot Analysis Groups

To analyze the results of the pilot, callers were assigned to one of three groups based on the number of calls
made during the pilot test period:

o Group 1 includes taxpayers who were routed to App 75, remained on the line to hear at least the first
announcement in the message sequence, and did not call again within the pilot period.

» Group 2 includes individuals who called more than once during the pilot, but only during one call
attempt were they on the line to hear at least one message in the sequence. All other call attempts were
abandoned or disconnected prior to hearing the first announcement in the message sequence.

o Group 3 includes callers who heard at least one message in the sequence, called back at least once more
and again heard at least one message in the sequence. Repeat callers may: have called back after a 2-hour
courtesy disconnect; not have had time to remain on hold; be seeking assistance after attempting to use
self-service options; be following up with a CSR; or be listening to queue messages again.

Table 2 summarizes the number of callers in each group who heard control and redesigned messages.

TABLE 2. Pilot Callers per Prototype by Analysis Group

Group Message Sequence Pilot Callers

Control 30,580

Group 1
Redesign 31,146
Control 3,606

Group 2
Redesign 3,437
Control 7,884

Group 3
Redesign 8,449

Results and Discussion

Increase Channel Shift

The primary goal for the CVP pilot was to redesign voice prompt messages to nudge taxpayers able to self-
serve to abandon their call while in the queue and shift to IRS online channels. The primary metric used to
evaluate channel shift was the rate at which taxpayers abandoned their call after hearing at least one voice
prompt and accessed an IRS online application to address their issue." The channel shift rate considers a va-
riety of actions that do not require CSR support and can be performed using IRS self-service tools, such as
making a one-time payment, establishing or modifying a payment plan, confirming payment history, checking

°  Table 25 lists exclusionary criteria and the number of calls and callers removed from the study for meeting one or more of the exclusionary criteria.
10 See Table 27 in the Appendix for a list of exclusionary criteria, and the resulting number of calls and number of callers removed from the study.

' Channel shift actions include self-service payments, accessing OPA, requesting a return transcript, or accessing Online Account within 30 days of the abandoned
call. Self-service payments are identified using the first and second positions of the EFT number associated with the payment transaction.
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account balance, and viewing a transcript. Abandoning the call queue to accomplish any of these tasks using
IRS online resources would be considered a successful outcome for the redesigned messages.

Callers exposed to at least one message in the redesigned sequence appeared more likely to channel shift
than callers who heard the control messages. Table 3 shows the channel shift rate aggregated across the three
pilot call groups. Across groups, redesigned messages increased the channel shift rate by about 13% relative to
the control messages.

TABLE 3. Channel Shift Rate

Relative Uplift

Prototype Channel Shift Rate (Percentage Change)
Control 12.51%
Redesign 14.11% +12.83% ***

***p-value < 0.001.

Table 4 summarizes differences in the channel shift rate for control and redesign callers by analysis group.
Redesigned messages increased the channel shift rate by over 14% relative to the control messages for Group 1
callers and improved the channel shift rate by nearly 11% for Group 2 callers. Redesigned messages increased
the channel shift rate by 16% relative to the existing messages for Group 3 callers."”

TABLE 4. Channel Shift Rate by Group

Relative Uplift

Prototype Channel Shift Rate e )
Control 15.29%
Group 1
Redesign 17.47% + 14.24%***
Control 19.52%
Group 2
Redesign 21.62% +10.73%*
Control 6.43%
Group 3
Redesign 7.45% + 15.93%***

*p-value < 0.05; ***p-value < 0.001.

Table 5 shows the days between call and channel shift action for pilot callers who channel shift. While
the channel shift rate considered self-service actions within 30 days of a call, between 80 and 85% of channel
shifters complete their channel shift actions in the first 7 days following their call. Most callers who channel
shift do so on the same day as their call. Across groups, a larger proportion of callers who heard the redesigned
messages channel on the day of their call compared with callers who heard the existing messages. About 70%
of Group 1 callers who heard redesigned messages channel shift on the same day as their pilot call, while 68%
of callers who heard the control messages channel shifted on the same day as the call. About 65% of Group 2
callers who heard redesigned messages and channel shifted did so on the same day as the call, while nearly 62%
of callers who heard control messages did so. Group 3 comprises repeat callers where outcomes are calculated
at the call level.” Just over 64% of callers who heard the redesigned messages and channel shifted did so on the
same day, whereas 59% of callers who channel shifted after hearing control messages did so on the same day
as their call.

12 This analysis assumes if a Group 3 caller called twice and channel shifted after each call, both actions would be included in the analysis. However, if they called
twice and only channel shifted after the second call regardless of whether it occurred in the same 30-day window, this action would only be counted once.
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TABLE 5. Days Between Call and Channel Shift

Channel Shift Control Redesign Control Redesign Control Redesign
Same Day 67.84% 70.43% 61.65% 65.41% 58.94% 64.32%
1-7 Days 15.27% 14.28% 19.18% 16.02% 24.12% 20.55%
8-30 Days 16.89% 15.29% 19.18% 18.57% 16.94% 15.14%

Actions taken by channel-shift callers include self-service payments, accessing IRS OLA, using OPA, and
actions such as viewing a return transcript. Table 6 summarizes the first self-service action taken by callers
who channel shift. OPA access appears to be the most common self-service outcome following call abandon-
ment. About 31% of control and 38% of redesign callers who channel shift access OPA. The higher rate of OPA
access among redesign callers can perhaps be attributed to the reminder of increased costs associated with
establishing a payment plan over the phone.

TABLE 6. First Self-Service Action-Channel Shift Callers

Channel Shift Self-Service Get / View

Prototype Callers Payment* OPA Access Transcript
Control 6,550 28.21% 31.21% 25.01% 15.57%
Redesign 7,645 28.82% 37.59% 20.30% 13.29%

* Self-service payments include Direct Pay, and other forms of electronic payment such ACH Debit, credit card, e-file debit. See Table 24 in the Appendix for a summary of
Direct Pay application use by App 75 callers.

Individual Message Success

To examine the efficacy of individual messages in encouraging App 75 callers to channel shift, we evaluated
outcomes for each group by last message heard prior to call abandonment.

Callers who abandoned the queue before the final message in the sequence most often did so after hearing
the second message. Across groups, a larger proportion of callers who heard the redesigned messages aban-
doned after the second message compared with callers who heard the control messages. The second message
in the redesign sequence highlights the salient benefits of OPA, such as reduced user fees for setting up a pay-
ment plan through OPA as opposed to over the phone. As shown in Table 7, a larger proportion of callers who
heard the redesigned messages abandoned before the fifth message in the sequence compared with callers who
heard the control messages.

TABLE 7. Callers Who Abandon in Queue-Distribution of Last Message Heard

Last Message Heard

Prototype
Control 4.29% 9.32% 5.08% 2.81% 78.50%
Group 1
Redesign 6.36% 13.94% 4.19% 5.14% 70.37%
Control 5.25% 10.23% 5.93% 2.57% 76.02%
Group 2
Redesign 6.45% 14.37% 4.81% 5.26% 69.10%
Control 3.66% 8.15% 4.58% 2.77% 80.84%
Group 3
Redesign 5.70% 12.09% 4.26% 4.97% 72.99%

Because announcements are designed to encourage callers to shift to online service channels, we expect
taxpayers who abandon their call during the announcement sequence to exhibit higher rates of self-service
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than those who abandon during the indefinite hold. Table 8 shows the channel shift rate for taxpayers who
abandoned their call by the last message in the sequence they heard. Among callers who abandon, callers who
heard redesigned messages were more likely to channel shift after most of the announcements in the sequence.

The proportion of Group 3 callers who abandon and subsequently channel shift after hearing messages in
the control sequence is lower than the channel shift rate for callers who heard redesigned messages for all but
the fourth message in the sequence. Group 3 callers, who called multiple times during the pilot, may prefer
to speak with a CSR and therefore may be less likely to channel shift, as shown below. Among Group 3 callers
who channel shift after abandoning their call, it is possible callers may have called multiple times to listen to
the voice prompts if information presented by the messages was missed initially."

TABLE 8. Proportion of Abandon Callers Who Channel Shift by Last Message Heard

Last Message Heard

Prototype
Control 31.20% 36.19% 37.52% 40.80% 38.19%
Group 1
Redesign 45.41% 45.22% 39.06% 40.41% 40.26%
Control 35.11% 40.44% 45.28% 42.48% 38.90%
Group 2
Redesign 48.25% 47.24% 48.24% 49.46% 39.39%
Control 7.67% 9.67% 8.49% 10.89% 13.43%
Group 3
Redesign 12.73% 11.04% 11.59% 10.51% 15.13%

Increase Use of Online Services

Redesigned messages are aimed to increase callers’ use of IRS online services, which include self-service pay-
ments, use of OPA for establishing or modifying payment plans, requests for prior return transcripts, and OLA
access.”

Callers across groups appear more likely to access IRS online resources when exposed to the redesigned
message compared with callers exposed to control messages. Table 9 shows the proportion of callers accessing
IRS online services within the 30 days following their pilot call. Group 1 callers realized over an 8% improve-
ment in the online service access rate relative to the existing messages. About 33% of Group 2 callers who heard
redesigned messages accessed IRS online services in the 30 days following their phone call, compared with
roughly 31% of callers who heard control messages. About 15% of callers in Group 3 who heard the control
messages accessed IRS online resources compared with roughly 17% of callers who heard the redesigned mes-
sages. The redesigned messages achieved more than a 14% improvement in the rate of online service access
relative to the existing messages. Results are significant for each group.

If a Group 3 caller called twice within a 30-day period and channel shifted after each call, both channel shift actions are included in this analysis. However, if they
called twice and only channel shifted after the second call, regardless of whether if occurred in the same 30-day window, this entry would only be counted once.

The CVP announcement sequence is only played once before an indefinite hold with music. If a taxpayer misses a certain component of the announcement
sequence, they will have to call again to hear the announcements again.
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TABLE 9. IRS Online Service Access Rate?

Group Prototype IRS Online Service Access Relative Uplift
Control 29.24%
Group 1
Redesign 31.65% + 8.25% ***
Control 30.70%
Group 2
Redesign 33.02% +7.57%"*
Control 14.63%
Group 3°
Redesign 16.74% + 14.45%***

*p-value < 0.05; ***p-value < 0.001.
2 Online resources accessed within 30 days of call.

® For repeat callers in Group 3, 30-day outcomes are shown only for the call where the online action occurred most recently after. If a caller in Group 3 called twice and
accessed online services after the second call, their action would be counted once and be associated with the outcomes of the second call. If they called another time
and accessed online services again after the call, but still within the 30-day window of the first and second calls, the action would be associated with the outcomes of the
third call for a total number of two access outcomes for the individual.

Most callers who use IRS resources following their call appear to access online services on the day of their
call or within the first seven days. Table 10 shows callers who used IRS online tools after their pilot call typically
accessed those resources on the same day as their call. About 73% of callers who heard redesigned messages
and roughly 70% of callers who heard control messages used IRS online resources on the same day as the call.
A smaller proportion of callers who accessed online services did so within seven days of their call.

TABLE 10. Days Between Call and First IRS Online Service Action

Days to Channel Shift Control Redesigned
Same Day 70.24% 73.28%
1 -7 Days 13.46% 11.96%
8 — 30 Days 16.17% 14.65%

Many App 75 callers seeking to make a payment or establish or modify a payment plan have the option to
use IRS online tools, such as OPA and IRS Direct Pay, to accomplish the task. Individual taxpayers can estab-
lish or modify a payment plan, change the due date of their payments, change their bank account information,
and change their monthly installment amount using OPA. Table 11 shows the OPA access rate for OPA-eligible
pilot callers.” OPA access is defined as taxpayer entry into the OPA application. Pilot callers who heard the re-
designed messages appear to access OPA at a higher rate than callers who heard the control messages. Among
the three groups, Group 3 callers realized the largest improvement in the OPA access rate relative to callers
hearing the control messages (42%). Callers who heard redesigned messages in Group 1 and Group 2 saw 26%
and 21% improvements in the OPA access rate, respectively, relative to callers exposed to control messages. All
group-level results are significant.

16 All analyses in this section observe outcomes in the 30 days following each call.

17 IRS Direct Pay is identified by EFT numbers with the first position in 2, the second position in 2 (ACH Debit), and the third position in 2 (IRS Debit); OPA Rate
includes taxpayers who access the OPA app and had an associated IA or pending IA transaction.



12 Millard, Farugqi, Flateman, Mirabito, Smolenski, Stavrianos, and Szczerbinski

TABLE 11. OPA Rate by Group

Prototype OPA-Eligible Callers OPA Access Relative Uplift
Control 24,641 14.74%
Group 1
Redesign 25,066 18.63% +26.36%™*
Control 3,062 16.13%
Group 2
Redesign 2,890 19.45% +20.54%***
Control 14,575 7.90%
Group 3
Redesign 16,000 11.19% +41.75%***

***p-value < 0.001.

Redesigned Messages Can Increase Taxpayer Savings by Encouraging Use of OPA. Taxpayers who use OPA
to set up a payment plan or modify a payment plan rather than doing so over the phone with a CSR will save
between $76 and $95 per payment plan. Over the course of the six-week pilot, 1,069 taxpayers who heard the
redesigned messages and 684 taxpayers who heard the control messages abandoned their call and set up a
payment plan through OPA. The second message in the redesigned sequence encourages callers interested in
establishing or modifying a payment plan to use OPA, highlighting potential cost savings from lower user fees
charged by OPA compared with an over the phone.

To estimate yearly taxpayer savings resulting from the redesign messages, we will only consider taxpayers
who either abandoned or were disconnected, since the callers who connected would likely have received ad-
ditional information from the CSR. Among callers who abandoned their call or disconnected, 395 additional
callers in the redesign group established a payment plan in the month after their call. If each of these pilot tax-
payers saved between $76-$95 per call, over the course of a month the redesign pilot population would have
saved a total of $30,020-$37,525. If the redesigned messages were scaled to the entire App 75 population, we
estimate taxpayers could save between $86,264-$107,830 in one month, or $1,035,168-$1,293,960 in one year."*

Table 12 shows the rate of self-service payments for callers who heard redesigned messages and callers
who heard the control messages.”” Across pilot groups, self-service payment rate was generally comparable for
callers who heard redesigned and control messages. The redesigned messages appear to have had a positive
effect on the self-service payment rate for callers in Group 2 who abandoned their calls. Among callers who
connect with a CSR, self-service payments are still a possible outcome. The IRS cannot process payments over
the phone, and therefore CSRs may guide callers interested in making a payment to do so through an IRS pay-
ment application.

18 OPA allows individuals and businesses with an outstanding balance in aggregate assessed tax, penalties, and interest, to request a payment plan. Individual
taxpayers are eligible to use OPA to full pay or set up a short-term plan if their outstanding balance is less than $100,000. To use OPA to set up an IA, the total
balance must be less than $50,000.

This analysis estimates taxpayer savings through OPA if the redesign message sequence were implemented on App 75. It assumes callers who provided their TIN
(i.e., callers in the analysis group) behave similar to callers who did not provide their TIN, but this may not be the case. Callers in the analysis group were not a
random subset of 68.7% of the population, but rather may include a self-selected subset choosing to provide their TIN. It is difficult to predict whether callers
who did not provide a TIN would react to the redesign messages similarly as the TIN callers and, if not, the rate with which they differed. Some proportion of
call records without TIN information may be a result of routing processes which limit the IRS’s ability to associate TIN information with call records, rather
than the taxpayer’s decision to provide a TIN (e.g., if calls do not pass-through TIN Entry, TIN information is not captured in the Integrated Customer Contact
Environment database).
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TABLE 12. Self-Service Payment Rate by Group

Call Outcome Prototype Payment Rate Relative Uplift
Control 13.91% -
Connected
Redesign 13.66% -1.81%
Group 1
Control 14.90% =
Abandoned
Redesign 15.13% +1.55%
Control 14.22% -
Connected
Redesign 14.30% + 0.56%
Group 2
Control 13.84% -
Abandoned
Redesign 16.38% +18.33%*
Control 6.68% -
Group 3a Both
Redesign 6.86% +2.78%

*p-value < 0.05.

2 Qutcomes for Group 3 callers were not broken out by connected versus abandoned because it would be unclear whether the action could be attributed to the an-
nouncement sequence or direction from a CSR if they both connected and abandoned their calls.

Improve Call Resource Allocation

In Calendar Year (CY) 2019, more than 2.7 million phone calls reached App 75 and 51.2% connected with a
CSR. Monthly call characteristics showed the abandon rate for App 75 callers generally fluctuated between
40% and 55%. The average abandon rate and ASA tend to be correlated, with longer wait times leading to
higher abandon rates. %

The redesigned CVP announcement sequence was developed to nudge callers who could self-serve to
resolve their issues online, reducing wait times for callers who require CSR support or cannot self-serve. The
abandon rate measures the proportion of callers who abandon the call by hanging up after the start of the an-
nouncement sequence. Table 13 shows App 75 callers who heard the redesigned messages were more likely to
abandon their call while in queue than callers who heard the control messages.

TABLE 13. Abandon Rate

Prototype Abandon Rate Relative Uplift
Control 44.76%
Redesign 46.70% +4.33%***

***p-value < 0.001.

Table 14 shows the abandon rate for each analysis group. Group 1 callers who heard the redesigned mes-
sages saw close to a 5% increase in the abandon rate compared with callers who heard the control messages.
Group 2 and Group 3 callers who heard redesigned messages realized a nearly 4% increase in the abandon rate
compared with callers who heard the control messages. Group 1 and Group 3 results suggest redesigned mes-
sages increased the rate of callers abandoning while in queue relative to the control messages.

2 This analysis is restricted to taxpayers with an outstanding balance at the time of their call.
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TABLE 14. Abandon Rate by Group

Group Prototype Abandon Rate Relative Uplift
Control 40.52%
Group 1
Redesign 42.37% + 4.57%**
Group 2 Control 49.61%
Redesign 51.41% +3.63%
Control 50.93%
Group 3
Redesign 52.76% + 3.59%***

***p-value < 0.001.

Table 15 shows the ASA for all App 75 callers as measured by average time in the call queue in minutes.
Among callers who connected with a CSR, redesign callers spent, on average, roughly three fewer minutes in
the call queue relative to callers who heard the control messages. Redesigned messages nudged callers able to
self-service to abandon their call at a higher rate than the control messages, which helped free up space in the
queue for callers with issues requiring CSR support.

TABLE 15. ASA—Connected Callers

Prototype ASA (mm:ss) Difference
Control 87:22
Redesign 85:49 - 317

***p-value < 0.001.

Table 16 shows the ASA for connected callers in each analysis group. Group 1 callers who heard redesigned
messages waited, on average, two minutes less in the queue than callers who heard the control messages.
Group 2 callers who heard redesigned message spent nearly five and a half minutes less, on average, in the
queue than callers who heard control messages. For Group 3 callers, there was no significant difference in the
amount of time spent in the queue for callers who heard redesigned or control messages.

TABLE 16. ASA by Group—Connected Callers

Group Prototype ASA (mm:ss) Difference
Control 88:00
Group 1
Redesign 85:56 —2:04***
Control 89:56
Group 2
Redesign 84:31 =5:27***
Control 85:34
Group 3
Redesign 85:48 +0:14

***p-value < 0.001.
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Redesigned Messages Reduce Queue Time for Callers Who Speak with a CSR. Callers who can resolve their
tax issues online and choose to abandon their call sooner can reduce resource utilization of IRS call-systems
and shorten the wait time for other callers to reach a CSR. To evaluate the redesigned messages’ ability to im-
prove call center resource allocation, the pilot tracked callers who abandoned prior to speaking with a CSR and
observed the actions taken after the point of abandonment. In general, callers who heard at least one redesign
message and abandoned their call, did so earlier in the message sequence than callers who heard the control
messages. By the end of the five-message announcement sequence, a larger proportion of redesign callers had
abandoned (e.g., roughly 30% for Group 1 callers) the queue compared with control callers (e.g., roughly 22%
for Group 1 callers). Further, redesign callers generally spent less time waiting in queue compared with callers
who heard control messages. Among callers who abandoned, callers who heard redesigned messages spent, on
average, 3 to 5 fewer minutes waiting in the call queue compared to callers who heard the control messages.
Callers in Groups 1 and 2 who heard the redesigned messages and remained on the line to connect with a CSR
also experienced shorter wait times—roughly 2 to 5 fewer minutes than callers who heard the control messages.

Recommendations for Future Research

Deeper Understanding of Taxpayer Reasons for Calling Can Inform Improvements to
Message Design

Understanding taxpayers’ reasons for calling the IRS may inform further improvements to voice messages.
Insight into taxpayers’ possible motivations for choosing to wait in the queue to speak with a CSR can help
identify how queue messages may be refined to assist taxpayers with specific issues by informing them of self-
service resources most relevant to their circumstance or offer guidance for how to prepare information for
speaking with a CSR while waiting on hold. We analyzed taxpayer journeys over the 30 days prior to their pilot
call, and using event groups (e.g., notices issued, online authentication events, account transactions), identi-
fied specific events and actions within each group to calculate common pathways leading to a call.?!

Evaluating notices issued to taxpayers within 30 days of their pilot call suggests the type of notice or num-
ber of notices issued could influence taxpayers’ willingness to channel shift. Table 17 summarizes channel shift
rates for callers sent one of the notices issued most frequently to taxpayers prior to their pilot call. Channel
shift rates for pilot calls attributable to the CP14, the first notification of a balance due, were highest for both
redesigned and control messages. Among those notice types issued most frequently to pilot taxpayers, the
CP49, which notifies taxpayers their refund has been applied to pay an outstanding tax debt, saw lower chan-
nel shift rates for both control and redesigned messages. Taxpayers may opt to remain in the queue to connect
with a CSR in response to notices or other circumstances which may not by addressed specifically by either
the control or redesigned messages. Taxpayers who were sent multiple notices within 30 days prior to calling
may prefer to wait to speak with a CSR -in particular, in instances where the notices issued appear to present
conflicting information (e.g., notices with different balance due amounts).

21 CY 2019 data retrieved from Enterprise Telephone Data Aspect Application Activity Report.
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TABLE 17. Channel Shift Rate for Most Commonly Issued Notices Prior to Pilot Call

Notice Type Prototype Channel Shift Rate
Control 14.8%
CP504, Final/3rd Balance Due
Redesign 15.6%
Control 16.5%
CP14, Balance Due
Redesign 20.1%
Control 13.8%
CP90, Final Notice — Levy, Right to CDP Hearing
Redesign 15.5%
Control 13.1%
LT11, Final Notice — Notice of Intent to Levy
Redesign 16.7%
Control 12.5%
CP49 — Refund Applied to Other Tax Liability
Redesign 14.1%
Control 14.1%
Multiple Notices
Redesign 15.5%

Over 51,000, or 60% of pilot taxpayers were sent at least one notice in the 30 days prior to their pilot call.
The CP504 was the most common notice issued to pilot taxpayers. More than 16,500 CP504 notices resulted
in a pilot phone call. Some taxpayers were issued multiple notices in succession; for example, pilot taxpayers
issued the CP504 had over 148 other distinct notice types issued, in addition to a CP504 within 30 days prior
to call. About 6,300 pilot taxpayers issued a CP504 were sent a CP14 notice prior to the CP504, both within the
same 30-day window prior to call. On average these CP504s were issued just 21 days after the CP14. The stan-
dard interval between Balance Due notices is at typically 35 days, this scenario may have motivated additional
taxpayers to call with concerns or seeking clarification.

TABLE 18. Call Outcomes for Pilot Callers Issued More than 1 Notice 30 Days
Prior to Call

Call Outcome

# Notices Issued Prototype
Connected Abandoned
Control 51.8% 47.0%
Two Notices
Redesign 49.4% 48.7%
Control 55.6% 43.6%
Three Notices
Redesign 54.2% 44.2%
Control 58.0% 40.2%
Four or More Notices
Redesign 52.8% 45.1%

Over 20,000 pilot taxpayers were issued more than one notice within the 30 days prior to calling the IRS
and 3,700 of these taxpayers received multiple notices within seven days of making a phone call. Taxpayers
may be issued more than one notice of the same type if the notice presents information specific to a given tax
year. For example, over 1,200 taxpayers were sent multiple CP71C notices (Annual Reminder of Balance Due)
if they had outstanding tax debt for more than one prior tax year. Taxpayers who were issued multiple notices
prior to calling appeared to show less tendency to abandon. Regardless of whether callers heard redesigned or
control messages, the connected call rate increased by 3.8-4.8 percentage points for callers issued three notices
compared with callers issued two notices in the 30 days prior. While concern or confusion stemming from
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conflicting information across notices issued in close proximity may not be feasible to address via information
in a voice prompt, redesigning queue messages to encourage callers who can self-serve to use online services
can reduce wait time for callers requiring CSR assistance. Further exploration of the effect of notices issued in
close proximity on phone calls may help IRS to identify changes to underlying business processes which could
improve taxpayer experience.

Call outcomes following specific events suggest taxpayers may be more inclined to stay in the queue if cur-
rent messages do not adequately address the specific issue motivating the call. Table 19 summarizes events im-
mediately preceding pilot calls effectively acknowledged by the redesigned messages which experienced high-
er abandon rates. Calls attributable to notices requesting payment, such as Balance Due or Annual Reminder
notices, or delivery of Collection Due Process notice (determined by return receipt) saw higher abandon rates
among callers who heard the redesigned messages. Redesigned messages highlighted the availability and ben-
efit of self-service payment tools relative to continuing to wait on hold to speak with a CSR.

TABLE 19. Most Common Events Immediately Before Call® (Higher Abandon Rates with
Redesign Messages)

Call Outcome

Description Prototype
Connected Abandoned
Control 58.7% 40.5%
CP501/CP504, Subsequent Balance Due
Redesign 54.6% 44.1%
Control 62.7% 36.4%
CP14 — Balance Due
Redesign 50.3% 48.5%
CP90/CP91 (Notice of Intent to Levy, Right Control 42.0% 53.9%
to CDP Hearing) Redesign 37.1% 57.6%
Control 61.3% 38.1%
Additional Tax Assessment
Redesign 56.5% 42.1%
Control 56.2% 42.2%
Payment
Redesign 53.4% 44.9%
Control 53.5% 44.1%
Certified Mail Return Receipt Signed
Redesign 47.8% 50.2%
CP71C/LT39, Annual Balance Due Control 56.0% 4N1.7%
Reminder Redesign 51.0% 47 6%

@ Table 20 shows outcomes for Group 1 callers only.

Table 20 summarizes events immediately preceding pilot calls where the abandon rate is comparable for
callers who heard the control and redesigned messages. The circumstances surrounding some of these events
may not be acknowledged specifically by either the existing or redesigned messages. For example, taxpayers
who accessed IRS online tools (e.g., OPA) and proceeded to call the IRS, remained on hold to connect with a
CSR more often than they abandoned their call in the queue. Most taxpayers called within five days after going
online. Taxpayers who attempt to self-serve using online tools but are unable to resolve their issue may call the
IRS and wait in the queue to connect with a CSR for assistance. Further exploration of challenges encountered
by taxpayers attempting to use online tools could help identify opportunities to improve user experience and
help users in resolving issues on the first attempt.

Some circumstances or events preceding a phone call may be best addressed by speaking with a CSR. For
example, issues related to changes to the Advanced Child Credit for Tax Year 2021 as part of the American
Rescue Plan Act or a Bureau of Fiscal Service (BFS) Levy implemented with the Federal Payment Levy Program
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may require CSR guidance to resolve. These circumstances may not be practical to address via call queue voice
messages due to limited potential for self-service resolution.

TABLE 20. Most Common Events Immediately Before Call>*~Comparable Abandon Rates for
Redesigned and Control Messages

Call Outcome

Description Prototype
Connected Abandoned
Control 57.6% 42.0%
Advanced Child Credit
Redesign 59.2% 39.1%
IRS Online Service Access Control 58.5% 40.2%
(Get/View Transcript) Redesign 58.5% 40.0%
Control 66.1% 32.7%
OLA Access
Redesign 66.0% 32.5%
Control 68.9% 30.3%
OPA Access
Redesign 66.8% 32.5%
Control 58.2% 40.4%
BFS Levy Program
Redesign 56.6% 41.7%

* Table 21 shows outcomes for Group 1 callers only.

Future research may explore analyzing call transcripts and pursuing opportunities to collect information
from CSRs about the nature of handled calls. Research in these areas could help provide deeper understanding
of taxpayer motivations for calling the IRS and common issues taxpayers may be facing when they choose to
stay and connect with a CSR. Future research efforts may also explore the construction of taxpayer profiles
via event clusters and applications of attribution modeling, These profiles could determine the events driving
calls and demand for CSR support, which can inform strategies for further improving taxpayer interactions
with the IRS.

Level of Service Measures May Understate the Caller Experience

The IRS uses LOS to evaluate its ability to answer taxpayer questions and assist taxpayers in meeting their tax
obligations.”> LOS is a budget-level measure required by the Congressional Budget Justification and Annual
Performance Report and Plan. It is defined as the success rate of taxpayers calling the Accounts Management
(AM) office of the IRS in connecting with a CSR. While inbound calls to AM applications inform the LOS
estimate and calls to ACS applications may not directly, consideration should be given to the potential effect of
applying lessons learned through redesigning App 75 messages to improve the existing AM App 10 messages.”
The LOS formula is shown below: %

(CSR Answered + Automated Answered)

LOS =
(CSR Answered + Automated Answered + Abandoned + Busy + Disconnected)

LOS alone may be limited in its ability to evaluate taxpayer access to assistance from the IRS. LOS mea-
sures the proportion of calls answered, but may not fully capture other aspects of the customer experience. For
example, a taxpayer may connect with a CSR, but LOS does not capture whether the taxpayer resolved their

22 This analysis did not consider or evaluate demographic information (e.g., age, income level) which may have affected a callers ability to channel shift.

»  National Taxpayer Advocate. (2018). Measuring the Taxpayer Experience—The IRS Level of Service Measure Fails to Adequately Show the Experience of Taxpayers
Seeking Assistance Over the Phone. NTA Blog.

* App 10 is an AM application similar to ACS App 75. Callers routed to App 10 are individual taxpayers with a balance due.
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issue during the call or if additional contact with the IRS was necessary. As the Taxpayer Advocate Service
(TAS) notes, “[a]chieving a high LOS does not mean much if the IRS is unable to answer taxpayers’ questions
over the phone or guide them to an appropriate resolution of their issues” Further, an additional aspect of cus-
tomer experience not captured by LOS is wait time. TAS found time spent waiting on the phone was a primary
factor in customers’ satisfaction with telephone service.”

Channel shift measures the rate at which callers abandon the call queue and shift to use online self-service
tools to resolve their tax issue. According to the LOS formula shown above, an increase in the number of chan-
nel shift callers would increase the number of abandoned calls in the denominator, resulting in a lower LOS.
In this sense, LOS would not capture the benefit to taxpayers who choose to abandon the call queue to use IRS
online tools to self-serve.

Using a combination of metrics may offer a more comprehensive assessment of level of LOS provided
to taxpayers and effort required to resolve taxpayer issues. Additional metrics which could be considered to
evaluate service include:

ASA quantifies the amount of time callers spend waiting to connect with a CSR. As shown by CVP pilot
results, ASA was shorter for callers in the redesign group due primarily to the higher rate of callers deciding
to channel shift and abandon their calls to use self-service tools. Those who were able to self-serve abandoned
and did so online, reducing the average time spent in queue for callers who were either unable to or preferred
to speak with a CSR. As mentioned in the Taxpayer Advocate Service 2021 Annual Report to Congress, time
spent waiting to connect with a CSR is a primary factor in satisfaction with telephone service. Strategies which
help to reduce wait times can improve taxpayers phone experience and should contribute positively to the
IRS’s service performance measure.

Level of Access (LOA) measures the proportion of calls received during business hours which were con-
nected with a CSR. In response to observed LOS limitations, Treasury Inspector General for Tax Administration
(TIGTA) and TAS proposed alternative success metrics. TIGTA noted the Social Security Administration
(SSA) and tax agencies in several states use LOA and describe it as a more accurate measure of callers who
receive assistance from IRS. IRS agreed to add LOA as a supplementary metric for evaluating phone line per-
formance. The formula for LOA is shown below.

_ (CSR Answered + Automated Answered)
"~ (CSR Answered + Automated Answered + Abandoned + Busy + Disconnected) — x

LOA

LOA is similar to LOS but excludes calls made to IRS outside of business hours () from the denominator.
LOA does not capture taxpayer satisfaction from self-servicing online. Like LOS, an increase in abandon rates
due to callers channel shifting would likely have a negative effect on this customer service measure.

First Contact Resolution (FCR) measures the proportion of taxpayer engagements successfully resolv-
ing a taxpayer issue and resulting in no follow-up high-touch engagements, e.g., phone calls or Taxpayer
Assistance Center (TAC) visits. FCR represents the rate of calls resolved on the first attempt without the need
for the customer to be transferred or called back. FCR was strongly tied to customer satisfaction in a 2020
survey of customer satisfaction on the AM line.” The formula for FCR is shown below.

# Taxpayers with Issue Resolved on First Call

FCR = Total Connected Calls

FCR quantifies the proportion of callers who contact the IRS for assistance and do not contact the IRS
again following their initial contact. Evaluating FCR for inbound calls assesses whether callers who connect
with a CSR successfully resolve their issues on the first attempt. FCR, as defined above, does not consider tax-
payer interaction with IRS through other channels, such as TAC visits or online engagement.

» National Taxpayer Advocate. (2022). Annual Report to Congress. National Taxpayer Advocate. 36-37.
% National Taxpayer Advocate. (2021). Annual Report to Congress. National Taxpayer Advocate. 66-80.
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The IRS Customer Experience Visualization Tool provides performance metrics, such as the First Touch
Resolution (FTR). FTR is similar to FCR but includes TAC visits in the equation. FTR quantifies the propor-
tion of taxpayers who call the IRS or visit a TAC and do not call or visit a TAC again in the 90 days after their
engagement. The equation for FTR is shown below.

FTR = # of Calls or TAC Visits with no Subsequent Calls or Visits
- Total # of Calls and TAC Visits

Like FCR, FTR does not consider taxpayers who abandon phone calls to use self-service tools and do
not follow up with IRS in the subsequent 90 days. FTR or FCR, as currently defined, would not be affected
by improvements in the channel shift rate achievable through efforts such as the CVP message redesign pilot.
FTR may be a useful indicator to monitor the efficacy of service provided to taxpayers who pursue high-touch
engagements with IRS, such as phone calls or TAC visits.

Taxpayer Effort (TE) applies weights to taxpayer interactions (i.e., online resource access, phone calls,
TAC visits, TAS engagements, and inbound correspondence), to estimate TE exerted in issue resolution. To
capture taxpayer interactions in a digital age, IRS must leverage available data to track taxpayer interactions via
online resources. The equation below illustrates how weights are applied to IRS interactions to estimate TE .7

TE = (1% OLS) + (2 * Correspondence) + (3 x Connected Calls) + (4 * TAC) + (4 x TAS)

Table 21 shows estimated TE for pilot callers in the 30 days following their first pilot call. Callers in Groups
1 and 3 who heard redesigned messages showed slightly lower estimated TE compared with callers who heard
control messages. Callers in the redesign group abandoned calls in favor of self-service channels a higher rate
than callers in the control group, likely contributing to the lower effort estimated.

TABLE 21. Estimated TE within 30 Days of First Call

Group Prototype Average TE Relative Uplift
Control 3.35
Group 1
Redesign 3.27 -2.34%**
Control 2.19
Group 2
Redesign 219 -0.10%
Control 3.85
Group 3 .
Redesign 3.67 -4.62%**

**p-value < 0.01.

Effort to Serve (ETS) measures the effort required by IRS to resolve taxpayer issues. This metric applies
weights to inbound mail, inbound phone calls connected with a CSR, and TAC visits to estimate level of effort.
The formula for ETS is shown below.

ETS = (17 * Mail) + (41 * Connected Calls) + (67 x TAC)

Table 22 shows the estimated ETS applied to CVP calls in the 30 days following the first pilot call. The aver-
age ETS for callers in Groups 1 and 3 who heard redesigned messages appears slightly lower than the estimated
average ETS for callers who heard the control messages. Redesign callers were more likely to abandon calls

¥ IRS, W&I, Accounts Management Toll-Free Customer Satisfaction Survey FY 2020 Semiannual Report 8-9 (July 30, 2020). 37% of respondents reported “other”
to improve their experience and 35% said that resolving their issue would improve their experience.
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and self-serve online, likely contributing to the lesser average ETS compared with callers who heard control
messages.

Table 22 shows the estimated ETS applied to CVP calls in the 30 days following the first pilot call. The aver-
age ETS for callers in Groups 1 and 3 who heard redesigned messages appears slightly lower than the estimated
average ETS for callers who heard the control messages. Redesign callers were more likely to abandon calls
and self-serve online, likely contributing to the lesser average ETS compared with callers who heard control
messages.

TABLE 22. Estimated ETS Within 30 Days of First Call

Group Prototype Average ETS Relative Uplift
Control 30.8
Group 1
Redesign 29.7 -3.42%***
Control 17.9
Group 2
Redesign 17.3 -3.44%
Control 38.3
Group 3
Redesign 36.3 -5.26%***

***p-value < 0.001.

Measures such as ASA, LOA, FCR, TE, and ETS provide additional insight into IRS service performance
and effort required to resolve taxpayer issues. As discussed in this paper, abandoned calls may not always
signal shortcomings in service (i.e., callers who abandon the call queue to shift to use self-service tools) and
connected call rates may not fully reflect taxpayers’ phone experience (e.g., amount of wait time or number of
touches required for resolution). Choosing to abandon the call queue and shift to self-service tools can save
taxpayers time otherwise spent waiting in queue and in some cases, can save money due to lower user fees as-
sociated with self-service platforms like OPA. Improving awareness of digital resources and self-service tools
relevant to specific situations enables taxpayers to elect the option best suited to their preferences and needs
in resolving outstanding tax issues. The CVP pilot showed the potential benefit of incorporating behavioral
nudges to enhance call queue messages and increase use of web-based channels for specific needs, helping re-
duce demand on phones and reduce wait time for taxpayers who need to speak with a CSR. Looking forward,
using a combination of service indicator measures can offer the IRS a more comprehensive view of the level
and quality of service provided to taxpayers. Further, a comprehensive set of service metrics could help capture
the impact of IRS efforts to apply behavioral research to improve taxpayer experience.
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Appendix
TABLE 23. Acronym List

Acronym Definition

ACS Automated Collection System

AMS Account Management Services

ARDI Account Receivable Dollar Inventory
ASA Average Speed to Answer

ATTS Automated Time Tracking System
BMF Business Master File

BOD Business Operating Division

CDP Collection Due Process

CDW Compliance Data Warehouse

CNC Currently Not Collectable

CSR Customer Service Representative
CVP Customer Voice Portal

DNIS Dialed Number Identification Service
EIN Employer Identification Number

ETS Effort to Serve

FCR First Contact Resolution

FTR First Touch Resolution

HMRC Her Majesty’s Revenue and Customs
ICCE Integrated Customer Contact Environment
ICM Indirect Channel Management

IMF Individual Master File

IRS Internal Revenue Service

IRTF Individual Returns Transaction File
IVR Interactive Voice Response

QlC Offer in Compromise

OLA Online Account

OLS IRS Office of Online Services

OPA Online Payment Application

PSA Public Service Announcement

RAAS Research, Applied Analytics, and Statistics
RCT Randomized Control Trial

SSA Social Security Administration

TAC Taxpayer Assistance Center

TBRM Topic Based Routing Menu

TDA Taxpayer Delinquent Account

TE Taxpayer Effort

TERC Total Enforcement Revenue Collected
TIGTA Treasury Inspector General for Tax Administration
TIN Taxpayer Identification Number

TRIS Telephone Routing Interactive System
TTS Text to Speech

UCCE Unified Contact Center Enterprise
URL Uniform Resource Locator

UWR Unified Work Request
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To provide clear guidance and nudge taxpayers to use online resources where possible, the IRS rede-
signed the ACS App 75 call queue announcements. Table 24 describes Behavioral Insights techniques from the
HMRC study and prior notice redesigns used in redesigning ACS App 75 announcements.

TABLE 24. Techniques Used in ACS App 75 Announcement Redesigns

Clearly define the target caller for each announcement and only provide relevant information.

. Focus on addressing common inquires and a single high-level topic.
Audience Awareness

.

Consider callers’ perspective, prior journey, and potential frustration, including the inertia and
sunk cost associated with reaching the queue.

Simplify language using plain, unambiguous English and an active voice.

Provide no more than seven pieces of information and make them count.

Clarity and Simplicity Give clear, brief next steps with precise instructions.

Prime people for lists by hinting at their impending presentation.

Harmonize language and keyword usage with the proposed self-service website.

Give callers an incentive (e.g., loss aversion) to go online. Make incentive announcements
truthful and helpful, not promotional or assertive.

.

Provide reassurance the self-service tool provides achievable benefits, including averting

losses.
Behavioral Nudges

Emphasize and positively frame the self-service’s immediacy, convenience, simplicity,
completeness, and security.

.

Appeal to social norms with a focus on descriptive norms and the minority frame.

Encourage callers who can self-serve to go online while they remain on hold for a CSR.

Limit announcement length to 30 seconds with sequenced announcements separated by 30
second intervals and a brief pause prior to the start of each announcement.

.

Repeat the core announcement and action (i.e., URL) at the end of the announcement while

Attention Management avoiding verbatim repetition.

Craft announcements in a conversational style and consider beginning with a question.

.

Do not repeat the same announcement on the same call.

Employ a clear, friendly, upbeat, and slowly paced human voice.
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Redesigned and Control Message Announcements

TABLE 25. Redesigned App 75 Messages

Announcement Prototype Announcement Language

#8548

#8549

#8550

#8551

#8552

Are you calling to make a one-time payment? We cannot process payments over the phone. Visit
irs.gov/payments to securely make a payment from your bank account, credit card, or debit card.
Explore payment plan options if you cannot pay your balance in full. Again, visit irs.gov/payments.

Are you calling to set up a payment plan? The fee to set up a plan over the phone can be as much
as $225, compared to just $31 if you use the Online Payment Agreement tool at irs.gov/OPA. If
owe less than $50,000 you can save time and money by visiting irs.gov/OPA to apply for a payment
plan. You can choose from a variety of plan options and get instant confirmation if you qualify. Are
you calling to revise an existing payment plan? You can do that online for less too. Avoid the wait to
speak with a representative and save money by hanging up and visiting irs.gov/OPA.

Are you calling to check on the status of a payment or with a question about your account? Most
individual taxpayers can sign up to view their account information online at irs.gov/account. You can
securely check your account balance, view payment history and any scheduled or pending pay-
ments, and access tax records by registering at irs.gov/account.

At this time of year, the average wait to speak with a representative is about 45 minutes. Most
taxpayers find it is more convenient to use our online self-service options. Online services provide
step-by-step instructions to securely make a payment, set up a payment plan, or check your ac-
count status. Our online services frequently feature a chat option to receive live assistance from one
of our representatives. Avoid the wait and visit irs.gov/payments and choose the option right for you.
Again, that's irs.gov/payments.

Are you experiencing financial hardship and calling to request a temporary delay in collection until
your financial situation improves? If so, have your income and expense information available to
share with the customer service agent. We'd like to help resolve your tax issue today. Be ready

to discuss the cause for your balance due—or, if you have unfiled returns, the date you expect to
file, and the amount due. While waiting, consider visiting irs.gov/individuals to explore the new and
improved online services.
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TABLE 26. App 75 Control Messages

Announcement Existing Message Language

#8065 So that we can better assist you today, please be ready to discuss the cause for the balance due. If you
are unable to pay now, you may be asked to provide income and expense information to determine your
ability to pay. If you have unfiled returns, provide the date you expect to file the return and the amount
due.

#8058 We are experiencing high call volumes. You can complete many account actions on-line using www.irs.
gov/payments. IRS offers many safe and secure on-line services such as arranging for payments or get-
ting your account information and much more. Sign-up using our two-step authentication process to gain
access to your account information, including account balances, payment history, transcripts, and other
information. You can make payments online and establish an installment agreement. Consider hanging
up now and going to www.irs.gov/payments to explore on-line options available to you.

#8062 We are experiencing lengthy wait times. You don’t have to wait! You can arrange for payments, get
records of your account by going to www.irs.gov and select the payment button or look under the tool
section for payments and many other services offered to you online without waiting!

#8059 Can’t pay now? Did you know that you may be able to pay all or a portion of your balance or make
monthly payments by using your credit card? Please visit us at www.irs.gov/payments.

#8064 Tired of waiting? You don’t have to! IRS offers many safe and secure on-line services such as arranging
for payments or getting your account information and much more. Go to www.irs.gov and check it out!

Exclusionary Criteria

307,837 calls were routed to App 75 during the test period. For a variety of reasons, some calls or callers were
excluded from subsequent analysis, as shown in Table 27. The most common exclusionary condition was the
absence of Taxpayer Identification Number (TIN) information to associate with the call. A total of 96,304 calls
were dropped from the pilot sample due to the absence of TIN information.

TABLE 27. CVP Redesign Pilot Exclusionary Criteria

Exclusion Rationale App 75 Count

Calls without TIN information include: 1) calls not routed through the Inter-

active Voice Response (IVR), and 2) calls routed through IVR where the

caller did not input their TIN and abandoned before connecting with a CSR. 96,304 Calls
Without TIN Information, it is not possible to measure outcomes associated

with control or redesigned messages.

Calls without TIN infor-
mation *

If callers routed to Apps 75 did not hear any announcement in the sequence
because they abandoned or were disconnected, it is not possible to mea-
sure the effect of messages of observed outcomes.

11,456 Callers
13,062 Calls

No prototype message
exposure

If taxpayers called on multiple days and were exposed to both announce-

G Crfpeete I Eire ment message sequences, it is not possible to determine which prototype

21,796 Callers

ent message prototypes influenced outcomes. 78,479 Calls

S b A e o 209 Callr

75and 85 y &Xp 9 given App 786 Calls
entities.

. App 75 is intended for IMF callers in Collection. Any BMF callers routed to 1 Caller

EUIE TRyl T o9 App 75 are inconsistent with the intent of the pilot. 1 Call

* Without TIN information, it is not possible to determine the number of unique callers associated with these call records. Therefore, only a count of pilot calls dropped from
the sample is provided for each App 75 and 85.
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After dropping calls without TIN information, the pilot sample comprised 211,515 calls associated with
147,481 taxpayers. However, an additional 33,562 App 75 callers were dropped from the test sample for meet-
ing at least one of the other four exclusionary criteria summarized in the table above. Table 28 summarizes
the number of callers excluded from subsequent analysis by message sequence prototype for each application.

TABLE 28. Total Exclusions by Message Prototype
Control 16,485
Redesign 17,077

Note: 21,796 callers were exposed to both the control and redesign prototypes. These callers are shown
in the table based on the first version of the announcements sequence they were exposed to.
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Introduction

Taxpayers with a balance due tax return create a significant cost to the IRS, especially when it must issue a CP14
notice in efforts to collect unpaid amounts. The IRS sends CP14 notices to taxpayers who have a balance due
but do not fully pay by the filing deadline. Using Tax Year (TY) 2019 data, Wage and Investment Strategies and
Solutions (WISS) estimates IRS’s total monetary cost for issuance of CP14 notices is $90.8 million. This comes
out to approximately $12.10 per CP14 from issuance to resolution. These numbers provide the basis of potential
cost savings discussed throughout this report. Table 1 gives a breakdown of the costs associated with resolving
balance due accounts. The calculation is likely an underestimate, as it considers only the direct costs of issu-
ance and initial resolution of a CP14 and leaves out the costs associated with Taxpayer Assistance Center visits
and additional correspondence to the IRS. Furthermore, not all balance due taxpayers receive a CP14 notice.
But there are still other costs such as those associated with installment agreements for balance due taxpayers
who cannot pay their balance in full by the filing deadline.

TABLE 1. Estimated Annual Cost of Issuing CP14 Notices

Count Cost Cost
(Millions) (Each) (Total)
Total cost to mail a CP14 notice 7.5 $.51 $3,825,000
CP14 Outcomes
Full pay 1.2 - -
Installment agreement 3.3 $6.12 $20,196,000
Ignore (receive CP501) 2.6 $0.51 $1,326,000
Call 0.9 $72.73 $65,457,000
Grand Total Cost $90,804,000

Note: We excluded Taxpayer Assistance Center ($251.38 per visit) and written correspondence ($95.47 per response) due to data limitations.

The first purpose of this study is to identify taxpayers most vulnerable to an unintentional shift into a
balance due position with the goal of balance due prevention. Taxpayers can shift to this unfavorable' posi-
tion because of personal characteristics or intentional changes they make to their withholding and exemption
selections. But in many instances, the shift can occur unintentionally as the result of a significant life event.
Such life events make these shifts largely predictable, but only if the taxpayer recognizes the tax implications
of the event. The second purpose of the present study is to identify the information currently available, or lack
thereof (i.e., the messaging gap), to help taxpayers avoid unintentional shifts to balance due. We conducted
analyses on both to help IRS’s newly formed Taxpayer Experience Office (TXO) design targeted interventions
that inform potential balance due taxpayers, save IRS resources (i.e., through fewer notices, fewer phone calls,
less collection activity), and reduce taxpayer burden. We divide this report into three correspondingly enu-
merated sections.

! Balance due accounts are disadvantageous for the IRS, and we assume taxpayers prefer to receive a refund, break even, or have a balance due they can pay by the
filing deadline.
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1. Taxpayers Most Vulnerable to Balance Due

Method

Our outcome variable is a categorical measure of change in balance due. As shown in Table 2, we grouped
taxpayers according to change in balance due from T'Y 2016 to TY 2017. We provide counts of taxpayer returns
whose balance due did not change, shifted in a favorable direction, or shifted in an unfavorable direction. For
example, we group a taxpayer who received a refund in TY 2016 and then had a balance due with a CP14 in TY
2017 in the unfavorable shift category.

TABLE 2. Changes in Balance Due from Tax Year 2016 to Tax Year 2017

V;::mi:f Percent of Total
No Change from Tax Year 2016 to Tax Year 2017 110,688,283 82.6%
Refund or even — Refund or even 97,511,566 72.8%
Balance due without CP14 — Balance due without CP14 10,904,331 8.1%
Balance due with CP14 — Balance due with CP14 2,272,386 1.7%
Favorable Shift from Tax Year 2016 to Tax Year 2017 10,717,643 8.0%
Balance due without CP14 — Refund or even 7,618,951 5.7%
Balance due with CP14 — Refund or even 1,922,187 1.4%
Balance due with CP14 — Balance due without CP14 1,176,505 0.9%
Unfavorable Shift from Tax Year 2016 to Tax Year 2017 12,539,414 9.4%
Refund or even — Balance due without CP14 9,132,071 6.8%
Refund or even — Balance due with CP14 2,221,312 1.7%
Balance due without CP14 — Balance due with CP14 1,186,031 0.9%
Total 133,945,340 100.0%

We used older TY 2016 and TY 2017 data for three reasons. The 2018 Tax Cuts and Jobs Act (TCJA)
increased the standard deduction for taxpayers, which resulted in a dramatic reduction in Schedule A filings
as shown in Figure 1. We used data prior to the implementation of this act because it is more reflective of tax
return volumes with Schedule A the IRS can expect in 2026 once the changes implemented by the TCJA expire.
Additionally, the 2020 COVID pandemic likely led to a temporary reduction in Schedule C filings. As shown
in Figure 2, prior to the pandemic Schedule C filings had been steadily increasing. We assume the upward
trend will resume moving forward. Finally, the pandemic also had an impact on marriage and divorce trends.
A 2022 study? showed while marriage and divorce rates had been in decline prior to the pandemic, the pan-
demic magnified the trend to a steeper decline. As with Schedule C filings, we assume the trends in marriage
and divorce to return to pre-pandemic levels.

2 Westrick-Payne, K.K., Manning, W.D., & Carlson, L. (2022). Pandemic Shortfall in Marriages and Divorces in the United States. Socius, 8. https://doi.
org/10.1177/23780231221090192
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FIGURE 1. Schedule A Volume by Tax Year
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We first conducted a series of descriptive statistics and chi square analyses to identify key 1040 character-
istics associated with unfavorable balance due changes. We then conducted a series of logistic regressions® to
determine the change in predicted probability of a taxpayer shift into unfavorable balance due given changes in
their personal characteristics (i.e., a change in filing status) or a change in their tax return (i.e., attaching or re-
moving a schedule). Predicted probabilities range from 0 (impossible) to 1 (happens with certainty). Since we

focused on unfavorable shifts into balance due categories, moving forward we refer to an increase in predicted

probability as “risk.” Additionally, we use the simpler term “balance due” to describe unfavorable shifts in bal-
ance due in the context of our logistic regression analyses. Note that Figures 3-7 plot total positive income on
the X axis. The same pattern emerged when we plotted age on the X axis; therefore, we present our findings

3

our original dataset using the sample_n function in R’s dplyr package.

Due to limitations in computing power, to conduct the logistic regression analyses we created an analytic dataset by randomly sampling five million cases from
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with age held constant at the median age. We highlight and discuss changes in personal characteristics and tax
returns that have a particularly large impact on the predicted probability of balance due.* Finally, to better un-
derstand the interactive effect divorce and changes to Schedules A and C have on balance due, we conducted a
series of crosstabulations to investigate the relationship between divorce, Schedule A, and Schedule C changes.

Initially, we conceptualized our outcome variable as a continuous measure of “debt ratio difference” We
calculated debt ratio® in TY 2016 and T'Y 2017 as total refund or balance due divided by total positive income.®
Then, we calculated debt ratio difference as percentage point difference between TY 2016 and TY 2017 debt
ratios. Debt ratio difference would indicate amount of a taxpayer’s balance due in relation to their ability to pay
each year. Unfortunately, as shown in Figure 3, our debt ratio difference data was leptokurtic” and unsuitable
for use in analysis of variance or standard regression analyses.

FIGURE 3. Leptokurtic Distribution of Debt Ratio Difference Variable
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Although our debt ratio variable was not suitable for inferential statistics, basic descriptives confirm intu-
ition as shown in Table 3. As taxpayers’ balance due increases relative to their total positive income, inability
to pay the balance due increases. For example, the biggest percentage point difference between TY 2016 to TY
2017 (+5.67) was for the group of taxpayers who went from refund or even in TY 2016 (-2.95%, meaning their
refund was 2.95% of their total positive income) to a balance due with a CP14 in TY 2017 (2.72%, meaning their
balance due was 2.72% of their total positive income).

Given a large enough sample size, even very small effect sizes can produce significant p-values. Our sample was large, and all logistic regressions were statistically
significant at p < .001. Therefore, we focus our discussion on interpretation of our large effect sizes.

Negative debt ratios indicate refunds and positive debt ratios indicate balance due. This is a function of the way IRS databases capture refunds as negative values
and balance due as positive values.

We chose total positive income, as opposed to adjusted gross income, because it more accurately represents the amount of money a taxpayer has available to pay
a balance due.

Kurtosis is a statistic that measures the extent to which a distribution contains outliers. Leptokurtic distributions have higher kurtosis than the normal distribution,
which means they have “heavy tails” and contain more outliers.
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TABLE 3. Median Debt Ratio and Median Debt Ratio Difference

Median Debt Ratio
Difference in

Tax Year Tax Year perce:ntage
2016 (%) 2017 (%) points

No Change from Tax Year 2016 to Tax Year 2017

Refund or even — Refund or even -5.17% -4.30% +0.87

Balance due without CP14 — Balance due without CP14 2.53% 2.63% +0.10

Balance due with CP14 — Balance due with CP14 4.91% 4.57% -0.34
Favorable Shift from Tax Year 2016 to Tax Year 2017

Balance due without CP14 — Refund or even 1.75% -2.11% -3.85

Balance due with CP14 — Refund or even 2.97% -2.62% -5.59

Balance due with CP14 — Balance due without CP14 4.72% 3.86% -0.86
Unfavorable Shift from Tax Year 2016 to Tax Year 2017

Refund or even — Balance due without CP14 -2.29% 1.63% +3.92

Refund or even — Balance due with CP14 -2.95% 2.72% +5.67

Balance due without CP14 — Balance due with CP14 3.93% 4.40% +0.47

Note: Negative debt ratios indicate refunds and positive debt ratios indicate balance due.

Results

Filing Status Logistic Regressions

Divorce (moving from Married Filing Jointly [MF]J] or Married Filing Separately [MFS] status to Single filing
status) creates the most risk for balance due. As shown in Figure 4, the impact of divorce is consistent and large,
even when we hold age and total positive income constant or consider the impact of Schedule A and Schedule
C. The one exception (discussed below) is single taxpayers who add Schedule C. We hypothesize this is due to
the multifaceted impact divorce has on personal finances and tax returns. After a divorce, a taxpayer may lose
the ability to claim children as dependents or attach Schedule A to deduct medical expenses and mortgage
interest. Expenses associated with divorce also may compel taxpayers to withdraw money from retirement sav-
ings, which results in both a 10% early withdrawal fee and the requirement to report that amount as income.
As the graph below shows, the balance due risk of a recently divorced taxpayer is approximately triple that of
other taxpayers across all levels of total positive income. While the impact of divorce is dramatic, the number
of taxpayers who get divorced is small. There were 578,475 returns in TY 2017 (0.5% of all returns) from di-
vorced taxpayers who were married in TY 2016. Of the returns associated with taxpayers who got divorced,
7.8% (45,287) shifted to balance due that required a CP14 (which cost the IRS approximately $548,000).
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FIGURE 4. Effect of Filing Status on Balance Due
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The impact of divorce on balance due is so large that it completely suppresses the effects of schedule at-
tachment except in one specific circumstance. As shown in Figure 5, single taxpayers who add a Schedule C
have a higher risk of balance due than divorced taxpayers who add a Schedule C. The difference in risk be-
tween single and divorced taxpayers who add a Schedule C is small, but noteworthy as the only instance where
divorced taxpayers do not have the highest risk by a substantial margin. We hypothesize that single filing status
may function as a proxy for demographic characteristics associated with workers in the gig economy (i.e.,
younger workers with fewer family ties for whom the gig job is the only source of income). A 2018 survey of
gig economy workers® finds that for those whose gig job is the primary source of income, 80% state it would
be difficult to pay an unexpected expense of $1,000. For these taxpayers, a balance due on their tax return may
count as an unexpected expense.

8 Gig-Economy-2018-Marketplace-Edison-Research-Poll-FINAL.pdf (edisonresearch.com)
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FIGURE 5. Effect of Filing Status and Schedule C on Balance Due
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Schedule C Logistic Regressions

In general, adding Schedule C or having it attached both tax years studied increases the risk of balance due
compared to not having it attached in either year. Figure 6 shows, compared to taxpayers who did not have
Schedule C attached in either TY 2016 or TY 2017, the increased risk of adding Schedule C was more than
double and the increased risk for having it attached both years was a little less than double. The effect of add-
ing Schedule C or having it attached both years is not as strong as the impact of divorce; however, the number
of associated returns in these two groups is larger. Approximately 23 million taxpayer returns either added
Schedule C in TY 2017 or had it attached in both TY 2016 and TY 2017. Of these returns, around 1.2 million
(5.2%) experienced a shift in balance due that resulted with receipt of a CP14. The total cost to the IRS for the
CP14 notices sent to balance due taxpayers who either had Schedule C attached both years or added it in TY
2017 was approximately $14.5 million dollars.
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FIGURE 6. Effect of Schedule C on Balance Due
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Schedule A Logistic Regressions

As shown in Figure 7, compared to not having it attached either year, removing Schedule A increased the risk
of a balance due category by a little less than double. Like Schedule C, the increased risk is not as strong as that
of divorce, but it impacts significantly more taxpayers. Between TY 2016 and TY 2017, approximately 5 million
returns dropped Schedule A. Of those, around 200,000 (4.1percent) received a CP14, which cost the IRS a little
more than $2.4 million dollars.
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Figure 7. Effect of Schedule A on Balance Due
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An unfavorable shift in balance due is defined as either a change from refund/even to a balance due with or without a CP14 or having a balance due without a CP14 fol-
lowed by a balance due with a CP14.

Removing Schedule A had a particularly strong impact on single taxpayers. As shown in Figure 8, remov-
ing Schedule A almost doubled single taxpayers’ risk of a balance due category whereas for other taxpayers
the impact of removing Schedule A was less (for married taxpayers) or nonexistent (for taxpayers who got
married).
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FIGURE 8. Effect of Filing Status and Schedule A on Balance Due
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An unfavorable shift in balance due is defined as either a change from refund/even to a balance due with or without a CP14 or having a balance due without a CP14 fol-
lowed by a balance due with a CP14.

Interaction between divorce and making specific changes to tax returns

As the logistic regression analyses demonstrate, the impact of divorce is large and somewhat independent of
tax return or demographic characteristics like total positive income and age. We conducted crosstab analyses
to further investigate the interactive effect between divorce and specific changes a taxpayer might make to their
tax return during a divorce. The rate at which taxpayers experience an unfavorable balance due shift is 26%
for taxpayers who get divorced compared to 9% overall. The impact of additional changes to tax returns does
not differ greatly between all taxpayers and those who get divorced except in two cases. As shown in Figure 8,
removing the mortgage interest deduction has a larger additional negative impact on all taxpayers than it does
on taxpayers who get divorced. Similarly, as shown in Figure 9, having Schedule C attached or adding it has a
larger additional negative impact on all taxpayers than it does on those who get divorced.
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FIGURE 9. Percentage of Taxpayers Who Experienced an Unfavorable Balance Due Shift After
Making the Following Changes
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FIGURE 10. Percentage of Taxpayers Who Got Divorced and Experienced an Unfavorable
Balance Due Shift After Making the Following Changes
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Conclusions

A significant number of taxpayer (and associated tax return) shifts into unfavorable balance due categories is
not due to commonly occurring changes on a taxpayer’s return, such as increased income. Rather, many result
from specific life events associated with filing status, small business activity, and deduction qualifications.
Somewhat surprisingly, the financial impact of an unfavorable shift to balance due is not income specific.
Divorce, removing Schedule A, attaching Schedule C (or having it attached already) affects all income levels
and can happen to any taxpayer. As such, IRS and other stakeholders in the tax administration ecosystem
might consider preemptive mitigation strategies aimed at these groups of taxpayers to reduce the occurrence
of unfavorable balance due positions.
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2. Balance Due Gap Analysis

Method

The results of the above statistical analysis make clear that certain groups of taxpayers are particularly vulner-
able to an unfavorable balance due shift: those who get divorced, those who remove Schedule A, and those
who either add Schedule C or attach in both tax years. These findings suggest there might be opportunties for
improvement in IRS outreach efforts to ensure taxpayers can easily find the educational and other resource
materials they need even when not necessarily looking for them. To explore the potential gap, we first reviewed
current messaging available to taxpayers on IRS.gov. We used specific keywords affected taxpayers might use
to conduct their own research. We chose search terms assuming taxpayers vaguely know divorce or starting a
business has some tax implications. We used the following keywords in the IRS.gov search tool: divorce, start-
ing a small business, and gig economy.

Second, we reviewed current messaging available to taxpayers using the Google search engine. We chose
Google because it controls more than 92% of the search engine market share worldwide.” We conducted our
Google search of keywords below assuming a naive taxpayer may not have considered the tax implications of
such life events. We then added the phrase “and taxes” to the end of each keyword/phrase to account for tax-
payers who recognize there are tax implications to certain life events. We used the following keywords/phrases:

 Divorce
« Getting divorced « Independent contractor « Driving for Lyft
o Starting a new business o Driving for Uber

¢« How to start a new

business
Third, we conducted an online search for in-person support to capture messaging available to taxpayers

who may not rely on the internet for information. We searched the following groups:

» Divorce attorney organizations

 Divorce support groups

o Tax preparation organizations, CPAs, and accountants
o Tax workshops

We limited our internet searches to the use of an IRS-issued computer. When compared to a similar search
on a non-IRS computer, the results were similar. However, there were differences in the order results appeared.
Additionally, we limited our Google search to the first two pages of results. According to an article from Small
Business Genius," “75% of searchers never click past the first page of results” So we assume a typical taxpayer
does not likely continue to search internet results beyond page two. We did not include search results marked
“Ad?” In some searches, pages one and two contained minimal information. In such cases, we then proceeded
to page three of the search results.

Results

The search of IRS.gov found several publications and assistance to help meet a taxpayer’s tax obligations
(Appendix A). However, the technical nature of the publications suggest they cater primarily to tax profes-
sionals and those with knowledge of filing taxes. Also, the IRS.gov front page does not specifically address the
issue of avoiding a balance due.

Searching the term “divorce” in Google yielded hundreds of results. Most of the webpages surveyed did
not produce results that would help a taxpayer find information to avoid a balance due situation (Appendix B).

° telanganatoday.com/google-dominates-search-engine-market-holds-92-per-cent-share-report.

10 Small Business Genius.
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At page two of the search results, we found a government-related website," which has a link to IRS Publication
504, Divorced or Separated Individuals, at IRS.gov. When the keyword phrase included “and taxes,” results
produced several websites offering basic tax advice and included links to divorce attorneys. However, there
were no extensive explanations of taxes related to balance due.

Searching the phrase “starting a new business,” we found basic tax information included in a list of general
advice for those starting a business (Appendix C). Page one contained results with links to the Small Business
Administration' and the U.S. Government website.” Both sites briefly discussed filing self-employment taxes
and their related forms. However, neither website contained in-depth information about the potential tax con-
sequences of having a balance due account. Page two of the search results contained a link to the IRS’s Small
Business/Self-Employed webpage. When we added the keyword phrase, “and taxes,” results included more
beneficial websites, including IRS.gov.

A search of topics related to the gig economy (Appendix D) and specific companies in the rideshare
industry (e.g., Uber, Lyft) produced results with general guidance about working as an independent contrac-
tor. These companies” websites contained minimal guidance for meeting tax obligations. Primarily, the sites
emphasized that drivers receive an IRS Form 1099 to document income earned and the need to keep accurate
records for tax filing. Searches for “independent contractor” and “gig economy” produced sites with limited
tax advice. Adding the keyword phrase “and taxes” to the initial searches produced links to IRS.gov and sites
with more tax-related topics.

In searching for information about offline tax advice about divorce, starting a business, and working in a
gig economy (see Appendix E), most results were for local support groups and workshops.

Conclusions

A simple Google search on divorce, starting a business, and working in the gig economy provide minimal or
no guidance to naive taxpayers who may not realize the tax implications of these life events. Searches that add
the phrase “and taxes” produce somewhat more helpful information. However, they do not provide sufficient
guidance as an “early intervention.” Taxpayers must know the specific keywords to use to get helpful results.

IRS research has consistently shown individual taxpayers think about taxes and interact with the IRS only
when time to file their tax return. The 2020 Taxpayer Experience Survey Free File Focus Groups™ found tax-
payers “start thinking about preparing and filing their tax return in late January or early February” Taxpayers
give little consideration to their potential tax liability earlier in the year. Additionally, 2021 Taxpayer Experience
Survey® results indicate 60% of taxpayers consult only one source for assistance with any tax issues. Finally,
results of the 2021 Comprehensive Taxpayer Attitude Survey' show a majority (66%) of taxpayers “trust the
IRS to help me understand my tax obligation” and a remarkable 86% of taxpayers agree “the more information
and guidance the IRS provides, the more likely people are to correctly file their tax returns” Our findings sug-
gest IRS attention to early warnings affords a great opportunity to work with partners and stakeholders to fill
the communication and messaging void.

3. Intervention

The results of the two above studies indicate the IRS should review current messaging to encourage taxpayers
(particularly those vulnerable to the balance due shift) to review their tax withholdings, exemptions, etc. im-
mediately upon a significant life event. The enactment of the Taxpayer First Act” (TFA) in 2019 provided the

www.benefits.gov.

s

www.SBA.gov.

S

www.USA.gov.

=

Internal Revenue Service, Wage and Investment Strategies and Solutions. (July 2020). 2020 Taxpayer Experience Survey (TES) Free File Focus Groups Top Line
Summary Report.

G

Internal Revenue Service, Wage and Investment Strategies and Solutions. (March 2022). Taxpayer Experience Survey (TES) 2021 National Report.

=

Internal Revenue Service, Research, Applied Analytics, and Statistics. (April 2022). Comprehensive Taxpayer Attitude Survey: Past, Present, and Future.

S

Taxpayer First Act | Internal Revenue Service.


http://www.benefits.gov
http://www.SBA.gov
http://www.USA.gov
https://www.irs.gov/taxpayer-first-act
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IRS an opportunity to reimagine and improve services based on the needs of the taxpayer. Additionally, the
2021 Presidential Executive Order (EO) on Transforming Federal Customer Experience and Service Delivery
to Rebuild Trust in Government' directs Federal agencies to “design and deliver services with a focus on the
actual experience of the people whom it is meant to serve” To put our findings to work in service of the TFA
and the 2021 EO, WISS and newly formed Taxpayer Experience Office (TXO) jointly designed data-driven
interventions to help taxpayers avoid the shift to an unplanned balance due.

The TXO formed a Balance Due Team (BDT) to find proactive solutions to help prevent balance due ac-
counts. Instead of reacting to undesired balance due accounts, taxpayers will employ pre-filing interventions
and strategies to mitigate the underlying causes. This team will collaborate with internal and external stake-
holders to develop, implement, and evaluate plans to reduce the number of taxpayers who have a balance due
at the time of filing. The team aims to accomplish this goal by creating and implementing a phased strategy
divided into three areas of focus:

o Phase 1 (in progress): Divorced taxpayers (change in filing status)
o Phase 2 (tentative): Itemized deductions (Schedule A)
 Phase 3 (tentative): “Side hustle” and gig economy workers (Schedule C)

Since Phase 1 is in progress, we discuss it in detail below.

Phase 1: Divorced Taxpayers

The BDT shares a collective vision to decrease the number of balance due occurrences in divorced taxpayers by
proactively providing education and outreach, services and products, and technology platforms/applications
that meet the needs of the recently divorced taxpayer in the language, timing, and method preferred (choice
and access). The key strategic goals for Phase 1 are as follows.

o Development of IRS.gov/divorce: Information on how divorce can impact taxes is scattered throughout
IRS.gov and can be difficult to find. As the gap analysis concludes, search engines and the internet have
insufficient information readily available. Most sites have little value or a referral to a tax professional for
additional information. The BDT’s goal is to develop IRS.gov/divorce, which will serve as a landing page
for divorced taxpayers and provide a one-stop shop where taxpayers and tax professionals can easily
access divorce related tax material.

o Development of new material: Much of the information on divorce and taxes are in publications and
articles difficult for the average taxpayer to understand. Taxpayers going through a divorce are already
stressed and may abandon their search for relative tax impact information if too difficult. The BDT
seeks to design and develop easy-to-read material to help taxpayers avoid a balance due as they navigate
their divorce. One-page flyers such as “How to not owe taxes after a divorce” or “5 things to know about
divorce and taxes” can grab the attention of a taxpayer going through divorce and provide information
to help them avoid a balance due prior to filing.

o Development of an external communication campaign: The BDT will help create content for external
outreach. The IRS can share this content through social media, online (IRS.gov) and/or directly with
partners. They will leverage external networks and technology to develop an outreach campaign to drive
traffic to IRS.gov/divorce. The IRS can distribute easy-to-understand content on social media posts
across multiple platforms and in multiple languages and otherwise share the new BDT material with
external stakeholders.

18 Executive Order on Transforming Federal Customer Experience and Service Delivery to Rebuild Trust in Government | The White House.


https://www.whitehouse.gov/briefing-room/presidential-actions/2021/12/13/executive-order-on-transforming-federal-customer-experience-and-service-delivery-to-rebuild-trust-in-government/
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Follow-on Efforts

A foundation of the BDT intervention plan is the WISS statistical analysis and gap analysis that inform efforts
reaching the recently divorced taxpayer, the taxpayer who lost itemized deductions, and the taxpayer with a
“side hustle” or working in the gig economy. Starting in summer 2023, WISS and the BDT leveraged focus
groups with tax preparers at the IRS Nationwide Tax Forums and Latino Tax Fest that gather further input to
support and refine the BDT’s intervention strategy. Tax preparers are a valuable IRS partner and their exten-
sive knowledge regarding the tax-specific information, resources and support taxpayers need to meet their tax
obligations promise to provide valuable insight.
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Appendix A. Search Results from IRS.gov

ST Comments
term(s)

Divorce Page 1. “What You Need to Know Before Getting a Looked like it would be useful, but when clicked there
Divorce.” https://www.nolo.com/legal-encyclopedia/ was no information on taxes.
getting-started-with-your-divorce.html (retrieved
7/8/2022)

Page 1. https://www.findlaw.com/family/divorce/how- | Page focused on changing one’s name with SSA af-
to-divorce.html (retrieved 7/8/2022) ter divorce. No information on taxes; the page recom-
>>> Followed link on page: https://www.findlaw.com/ | mends contacting a divorce attorney. Page provides
family/divorce/marriage-divorce-taxes-and-your- attorney referral service based on Zip Code.
social-security-number.html (retrieved 7/8/2022)

Page 3. https://www.hg.org/divorce-law-center.html. Provides basic information about divorce. No infor-
(Retrieved 7/11/2022) mation on taxes. Page provides attorney referrals.
>>> Followed link to “Divorce Law Basics.”

https://www.hg.org/divorce-law-center.html (retrieved

7/11/2022)

Getting Page 1. “What Happens in a Divorce?” https://www. Provides information on the process of divorce. No

divorced alllaw.com/articles/family/divorce/article64.asp (re- tax considerations given.

trieved 7/11/2022). IRS laptop

Page 1. “Divorce Advice Every Woman Getting a
Divorce Needs To Hear.” https://www.brides.com/
pieces-of-divorce-advice-for-women-1102751 (re-
trieved 7/11/2022)

Recommends gathering financial information related
to assets and liabilities. No discussion of taxes.

Page 1. “Should | Get a Divorce?” https://www.oprah-
daily.com/life/a26040141/should-i-get-a-divorce/
(retrieved 7/11/2022)

From Oprah Winfrey’s website. Because of her
notoriety and reach, though it would contain useful
information. Site contains “signs” that it is time for
divorce. No tax information provided.

Page 2. https://myguidance.fidelity.com/ftgw/pna/
public/lifeevents/content/divorce/getting-divorced
(retrieved 7/11/2022)

>>> Clicked link on page “Finances after Divorce.”
https://myguidance.fidelity.com/ftgw/pna/public/
lifeevents/content/divorce/divorce-and-finances

Website states to “to consider any tax consequences
associated with selling investments in a taxable ac-
count.” No further information provided.

Page 2. “12 Mistakes to Avoid When Divorcing Over
50.” https://www.investopedia.com/personal-finance/
mistakes-avoid-when-divorcing-over-50/ (retrieved
7/11/2022)

Contains a warning not to ignore tax consequences.
Information is about the implications of making/re-
ceiving alimony and child support payments. Refers
the reader to www.benefits.gov.

>>> Clicked hyperlink on page “program can help
you” Tax Relief for Divorced or Separated Individu-
als. https://www.benefits.gov/benefit/946 (retrieved
7112/2022).

Benefits.gov links to Pub 504 at IRS.gov.

Page 2. What Older Adults Should Know about Get-
ting Divorced and (Maybe) Remarried. https://www.
kiplinger.com/personal-finance/604696/what-older-
adults-should-know-about-getting-divorced-and-
maybe-remarried (retrieved 7/11/2022)

Seemed like it would be useful. Contained no infor-
mation on taxes.
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Appendix A (continued). Search Results from IRS.gov

Search

Results Comments
term(s)
Page 3. “Divorce.” https://www.legalzoom.com/ar- Thought it could have useful information, but it only
ticles/divorce (retrieved 7/11/2022) contained articles on how to file for divorce and
>>> Followed link “Considering Divorce? 10 Things to | forms need to file for divorce. No discussion of tax
Think About” https://www.legalzoom.com/articles/con- | implications.
sidering-divorce-10-things-to-think-about (retrieved
7/12/2022)
Page 3. “Getting Divorced.” https://turbotax.intuit. Good explanation of filing status, claiming depen-
com/tax-tips/marriage/getting-divorced/L20NC66cf dents, medical expenses, tax credits, payments to
(retrieved 7/11/2022) an ex-spouse, transfer of assets, home sale, and
transfer of retirement assets.
Getting Page 1. Divorce & Taxes 101: Filing Taxes After a Di- | Brief discussion about filing status, claiming child

divorced and
taxes

vorce. https://blog.turbotax.intuit.com/tax-tips/divorce-
and-taxes-4018/ (retrieved 7/22/2022)

support, requirement for filing as HOH, Child and De-
pendent Care credit. The article is followed by people
posting their questions, comments. Most recent post
was from 2018.

Page 1. Filing Taxes After Divorce: A Practical Guide.
https://smartasset.com/taxes/filing-taxes-after-divorce
(retrieved 7/22/2022)

Advice on choosing the right filing status, updating
one’s W-4, claiming dependents, and deducting legal
fees.

Page 1. Most-Overlooked Tax Breaks for the Newly
Divorced. https://www.kiplinger.com/taxes/tax-deduc-
tions/602038/most-overlooked-tax-breaks-for-the-
newly-divorced (retrieved 7/22/2022)

Reminds taxpayers to update W-4, how to determine
if one qualifies for filing as HOH, alimony payments
for divorce decrees before end of 2018. Noncustodial
parents must complete Form 8332 if they claim child
tax credit.

Page 1. Filing Taxes After Divorce. https://www.
hrblock.com/tax-center/filing/personal-tax-planning/
divorce-and-taxes/ (retrieved 7/22/2022)

Alimony payments no longer deductible. Refers
taxpayers to Form 8332 noncustodial parent claiming
the child/children. Discusses how IRAs are handled.

Page 1. Tax Complications to Watch Out for During
and After a Divorce. https://familylaw.lyttlelaw.com/
tax-complications-to-watch-out-for-during-and-after-a-
divorce.html (retrieved 7/22/2022)

Austin, TX, divorce attorney page. Explains how to
divide tax refunds, filing tax returns in TX, require-
ment for filing HOH.

Page 1. What Getting Divorced or Separated Means
for Your 2021 Tax Return. https://www.thebalance.
com/what-divorced-or-separated-means-for-tax-
es-4125740 (retrieved 7/22/2022)

Divorce must be final before end of year for IRS to
recognize. Refers to Pub 504; filing as HOH; claiming
the children; alimony no longer deductible; paying
back taxes and property taxes.

Page 1. Your Taxes After Divorce. https://www.
investopedia.com/taxes-after-divorce-5192868 (re-
trieved 7/22/2022)

Discusses filing status and qualifying for HOH.
Explains rules related to Earned Income Credit,
American Opportunity Tax Credit, and child and
dependent care credit. After 2018 alimony payments
were no longer deducted from taxable income. Gains
on the sale of primary home not taxable up to $250K;
claiming HOH.

Page 2. Tax Tips for Women Going Through Divorce.
https://www.forbes.com/sites/jefflanders/2012/03/07/
tax-tips-for-women-going-through-divorce/ (retrieved
7/22/2022)

Warns about filing joint returns, how to handle over/
underpayments, filing HOH, claiming children, child
support and alimony considerations, capital gains tax
on high ticket assets held for a long time
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Appendix B. Internet Search Results for “Divorce” Topics

ST Comments
term(s)

Divorce

Getting
divorced

Page 1. “What You Need to Know Before Getting a
Divorce.” https://www.nolo.com/legal-encyclopedia/
getting-started-with-your-divorce.html (retrieved
7/8/2022).

Looked like it would be useful, but when clicked there
was no information on taxes.

Page 1. https://www.findlaw.com/family/divorce/how-
to-divorce.html (retrieved 7/8/2022).

>>> Followed link on page: https://www.findlaw.com/
family/divorce/marriage-divorce-taxes-and-your-
social-security-number.html (retrieved 7/8/2022).

Page focused on changing one’s name with SSA
after divorce. No information on taxes; the page
recommends contacting a divorce attorney. Page
provides attorney referral service based on Zip Code

Page 3. https://www.hg.org/divorce-law-center.html
(Retrieved 7/11/2022).

>>> Followed link to “Divorce Law Basics.”
https://www.hg.org/divorce-law-center.html (retrieved
7/11/2022).

Provides basic information about divorce. No infor-
mation on taxes. Page provides attorney referrals.

Page 1. “What Happens in a Divorce?” https://www.
alllaw.com/articles/family/divorce/article64.asp (re-
trieved 7/11/2022). IRS laptop.

Provides information on the process of divorce. No
tax considerations given.

Page 1. “Divorce Advice Every Woman Getting a
Divorce Needs To Hear.” https://www.brides.com/
pieces-of-divorce-advice-for-women-1102751 (re-
trieved 7/11/2022).

Recommends gathering financial information related
to assets and liabilities. No discussion of taxes.

Page 1. “Should | Get a Divorce?” https://www.oprah-
daily.com/life/a26040141/should-i-get-a-divorce/
(retrieved 7/11/2022).

From Oprah Winfrey’s website. Because of her
notoriety and reach, though it would contain useful
information. Site contains “signs” that it is time for
divorce. No tax information provided.

Page 2. https://myguidance.fidelity.com/ftgw/pna/
public/lifeevents/content/divorce/getting-divorced
(retrieved 7/11/2022).

>>> Clicked link on page “Finances after Divorce.”
https://myguidance.fidelity.com/ftgw/pna/public/
lifeevents/content/divorce/divorce-and-finances

Website states to “to consider any tax consequences
associated with selling investments in a taxable ac-
count.” No further information provided.

Page 2. “12 Mistakes to Avoid When Divorcing Over
50.” https://www.investopedia.com/personal-finance/
mistakes-avoid-when-divorcing-over-50/ (retrieved
7/11/2022).

Contains a warning not to ignore tax consequences.
Information is about the implications of making/re-
ceiving alimony and child support payments. Refers
the reader to www.benefits.gov

>>> Clicked hyperlink on page “program can help
you” Tax Relief for Divorced or Separated Individu-
als. https://www.benefits.gov/benefit/946 (retrieved
7/12/2022).

Benefits.gov links to Pub 504 at IRS.gov.

Page 2. What Older Adults Should Know about Get-
ting Divorced and (Maybe) Remarried. https://www.
kiplinger.com/personal-finance/604696/what-older-
adults-should-know-about-getting-divorced-and-
maybe-remarried (retrieved 7/11/2022).

Seemed like it would be useful. Contained no infor-
mation on taxes.



https://www.nolo.com/legal-encyclopedia/getting-started-with-your-divorce.html
https://www.nolo.com/legal-encyclopedia/getting-started-with-your-divorce.html
https://www.findlaw.com/family/divorce/how-to-divorce.html
https://www.findlaw.com/family/divorce/how-to-divorce.html
https://www.findlaw.com/family/divorce/marriage-divorce-taxes-and-your-social-security-number.html
https://www.findlaw.com/family/divorce/marriage-divorce-taxes-and-your-social-security-number.html
https://www.findlaw.com/family/divorce/marriage-divorce-taxes-and-your-social-security-number.html
https://www.hg.org/divorce-law-center.html
https://www.hg.org/divorce-law-center.html
https://www.alllaw.com/articles/family/divorce/article64.asp
https://www.alllaw.com/articles/family/divorce/article64.asp
https://www.brides.com/pieces-of-divorce-advice-for-women-1102751
https://www.brides.com/pieces-of-divorce-advice-for-women-1102751
https://www.oprahdaily.com/life/a26040141/should-i-get-a-divorce/
https://www.oprahdaily.com/life/a26040141/should-i-get-a-divorce/
https://myguidance.fidelity.com/ftgw/pna/public/lifeevents/content/divorce/getting-divorced
https://myguidance.fidelity.com/ftgw/pna/public/lifeevents/content/divorce/getting-divorced
https://myguidance.fidelity.com/ftgw/pna/public/lifeevents/content/divorce/divorce-and-finances
https://myguidance.fidelity.com/ftgw/pna/public/lifeevents/content/divorce/divorce-and-finances
https://www.investopedia.com/personal-finance/mistakes-avoid-when-divorcing-over-50/
https://www.investopedia.com/personal-finance/mistakes-avoid-when-divorcing-over-50/
http://www.benefits.gov
https://www.benefits.gov/benefit/946
https://www.kiplinger.com/personal-finance/604696/what-older-adults-should-know-about-getting-divorced-and-maybe-remarried
https://www.kiplinger.com/personal-finance/604696/what-older-adults-should-know-about-getting-divorced-and-maybe-remarried
https://www.kiplinger.com/personal-finance/604696/what-older-adults-should-know-about-getting-divorced-and-maybe-remarried
https://www.kiplinger.com/personal-finance/604696/what-older-adults-should-know-about-getting-divorced-and-maybe-remarried
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Appendix B (continued). Internet Search Results for “Divorce” Topics

Search

Results Comments
term(s)
Page 3. “Divorce.” https://www.legalzoom.com/ar- Thought it could have useful information, but it only
ticles/divorce (retrieved 7/11/2022). contained articles on how to file for divorce and
>>> Followed link “Considering Divorce? 10 Things forms need to file for divorce. No discussion of tax
to Think About.” https://www.legalzoom.com/articles/ | implications.
considering-divorce-10-things-to-think-about (re-
trieved 7/12/2022).
Page 3. “Getting Divorced.” https://turbotax.intuit. Good explanation of filing status, claiming depen-
com/tax-tips/marriage/getting-divorced/L20NC66cf dents, medical expenses, tax credits, payments to
(retrieved 7/11/2022). an ex-spouse, transfer of assets, home sale, and
transfer of retirement assets.
Getting Page 1. Divorce & Taxes 101: Filing Taxes After a Di- | Brief discussion about filing status, claiming child

divorced and
taxes

vorce. https://blog.turbotax.intuit.com/tax-tips/divorce-
and-taxes-4018/ (retrieved 7/22/2022).

support, requirement for filing as HOH, Child and De-
pendent Care credit. The article is followed by people
posting their questions, comments. Most recent post
was from 2018.

Page 1. Filing Taxes After Divorce: A Practical Guide.
https://smartasset.com/taxes/filing-taxes-after-divorce
(retrieved 7/22/2022).

Advice on choosing the right filing status, updating
one’s W-4, claiming dependents, and deducting legal
fees.

Page 1. Most-Overlooked Tax Breaks for the Newly
Divorced. https://www.kiplinger.com/taxes/tax-deduc-
tions/602038/most-overlooked-tax-breaks-for-the-
newly-divorced (retrieved 7/22/2022).

Reminds taxpayers to update W-4, how to determine
if one qualifies for filing as HOH, alimony payments
for divorce decrees before end of 2018. Noncustodial
parents must complete Form 8332 if they claim child
tax credit.

Page 1. Filing Taxes After Divorce. https://www.
hrblock.com/tax-center/filing/personal-tax-planning/
divorce-and-taxes/ (retrieved 7/22/2022).

Alimony payments no longer deductible. Refers
taxpayers to Form 8332 noncustodial parent claiming
the child/children. Discusses how IRAs are handled.

Page 1. Tax Complications to Watch Out for During
and After a Divorce. https://familylaw.lyttlelaw.com/
tax-complications-to-watch-out-for-during-and-after-a-
divorce.html (retrieved 7/22/2022)

Austin, TX, divorce attorney page. Explains how to
divide tax refunds, filing tax returns in TX, require-
ment for filing HOH.

Page 1. What Getting Divorced or Separated Means
for Your 2021 Tax Return. https://www.thebalance.
com/what-divorced-or-separated-means-for-tax-
es-4125740 (retrieved 7/22/2022).

Divorce must be final before end of year for IRS to
recognize. Refers to Pub 504; filing as HOH; claiming
the children; alimony no longer deductible; paying
back taxes and property taxes.

Page 1. Your Taxes After Divorce. https://www.
investopedia.com/taxes-after-divorce-5192868 (re-
trieved 7/22/2022).

Discusses filing status and qualifying for HOH.
Explains rules related to Earned Income Credit (EIC),
American Opportunity Tax Credit (AOTC), and child
and dependent care credit. After 2018 alimony pay-
ments were no longer deducted from taxable income.
Gains on the sale of primary home not taxable up to
$250K; claiming HOH.

Page 2. Tax Tips for Women Going Through Divorce.
https://www.forbes.com/sites/jefflanders/2012/03/07/
tax-tips-for-women-going-through-divorce/ (retrieved
7/22/2022).

Warns about filing joint returns, how to handle over/
underpayments, filing HOH, claiming children, child
support and alimony considerations, capital gains tax
on high ticket assets held for a long time.

Page 2. Divorced or Separated and Income Taxes.
https://www.efile.com/divorce-or-separated-and-
taxes/ (retrieved 7/22/2022).

Discusses filing status as HOH, enrolling in health
insurance plan and calculating Premium Tax Credit,
retirement contributions, handling alimony and child
support.



https://www.legalzoom.com/articles/divorce
https://www.legalzoom.com/articles/divorce
https://www.legalzoom.com/articles/considering-divorce-10-things-to-think-about
https://www.legalzoom.com/articles/considering-divorce-10-things-to-think-about
https://turbotax.intuit.com/tax-tips/marriage/getting-divorced/L20NC66cf
https://turbotax.intuit.com/tax-tips/marriage/getting-divorced/L20NC66cf
https://blog.turbotax.intuit.com/tax-tips/divorce-and-taxes-4018/
https://blog.turbotax.intuit.com/tax-tips/divorce-and-taxes-4018/
https://smartasset.com/taxes/filing-taxes-after-divorce
https://www.kiplinger.com/taxes/tax-deductions/602038/most-overlooked-tax-breaks-for-the-newly-divorced
https://www.kiplinger.com/taxes/tax-deductions/602038/most-overlooked-tax-breaks-for-the-newly-divorced
https://www.kiplinger.com/taxes/tax-deductions/602038/most-overlooked-tax-breaks-for-the-newly-divorced
https://www.hrblock.com/tax-center/filing/personal-tax-planning/divorce-and-taxes/
https://www.hrblock.com/tax-center/filing/personal-tax-planning/divorce-and-taxes/
https://www.hrblock.com/tax-center/filing/personal-tax-planning/divorce-and-taxes/
https://familylaw.lyttlelaw.com/tax-complications-to-watch-out-for-during-and-after-a-divorce.html
https://familylaw.lyttlelaw.com/tax-complications-to-watch-out-for-during-and-after-a-divorce.html
https://familylaw.lyttlelaw.com/tax-complications-to-watch-out-for-during-and-after-a-divorce.html
https://www.thebalance.com/what-divorced-or-separated-means-for-taxes-4125740
https://www.thebalance.com/what-divorced-or-separated-means-for-taxes-4125740
https://www.thebalance.com/what-divorced-or-separated-means-for-taxes-4125740
https://www.investopedia.com/taxes-after-divorce-5192868
https://www.investopedia.com/taxes-after-divorce-5192868
https://www.forbes.com/sites/jefflanders/2012/03/07/tax-tips-for-women-going-through-divorce/
https://www.forbes.com/sites/jefflanders/2012/03/07/tax-tips-for-women-going-through-divorce/
https://www.efile.com/divorce-or-separated-and-taxes/
https://www.efile.com/divorce-or-separated-and-taxes/
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Appendix C. Internet Search Results for “Starting a New Business” Topics

SEENE Comments
term(s)

Starting a new
business

Page 1. How to Start a Business: A Step-by-Step
Guide. https://www.businessnewsdaily.com/4686-
how-to-start-a-business.html (retrieved 7/13/2022).

Looked like it would have beneficial information. Only
mentioned how to apply for an EIN and register busi-
ness with the state. No discussion of paying taxes.

Page 1. 10 steps to start your business. https://www.
sba.gov/business-guide/10-steps-start-your-business
(retrieved 7/13/2022).

Thought a government website would have informa-
tion on paying taxes. The site explains how to apply
for an EIN with IRS and how to get a state tax ID
number, but no mention of paying taxes.

Page 1. Start Your Own Business. https://www.usa.
gov/start-business (retrieved 7/13/2022).

Thought a government website would have informa-
tion on paying taxes. The site explains how to apply
for an EIN with IRS and how to get a state tax ID
number, but no mention of paying taxes.

Page 1. How To Start A Small Business In 2022:
Complete Step-By-Step Guide. https://www.forbes.
com/advisor/business/how-to-start-a-business/
(retrieved 7/13/2022).

One paragraph explaining that it is important to start
planning for taxes—income, self-employment, etc.
No other mention of paying taxes.

Page 1. How to Start a Business in 13 Steps. https://
www.nerdwallet.com/article/small-business/how-to-
start-a-business (retrieved 7/13/2022).

Has a section with links to other tax-related articles.

>>>Followed link A Tax Guide for Small-Business
Owners. https://www.nerdwallet.com/article/small-
business/small-business-tax-preparation (retrieved
7/13/2022).

Brief description of Schedule C, Form 1120, Sched-
ule K-1. Recommends contacting a tax professional.

>>>Followed link 15 Self-Employment Tax Deduc-
tions in 2022. https://www.nerdwallet.com/article/
taxes/self-employment-tax-deductions (retrieved
7/13/2022).

Provides a list of potential deductions with refer-
ences to various IRS publications (436—travel
expenses, 535—business expenses)

>>>Followed link How Estimated Quarterly Taxes
Work. https://www.nerdwallet.com/article/taxes/
estimated-quarterly-taxes (retrieved 7/13/2022).

Explains how to calculate and pay estimated taxes

Page 2. The Complete, 12-Step Guide to Start-
ing a Business. https://www.entrepreneur.com/ar-
ticle/297899 (retrieved 7/13/2022).

Looked like it would have beneficial information. No
discussion of paying taxes.

Page 2. How to Start a Business From Scratch.
https://www.thehartford.com/business-insurance/
strategy/how-to-start-a-business (retrieved
7/13/2022).

Looked like it would have beneficial information. No
discussion of paying taxes.

Page 2. How to Start a Business. https://howtostar-
tanllc.com/start-a-business (retrieved 7/13/2022).

Looked like it would have beneficial information. Only
mentioned how to apply for an EIN and register busi-
ness with the state. No discussion of paying taxes.

Page 2. How to Start a Business: A Guide to Starting
a Business. https://www.oberlo.com/blog/how-to-
start-a-business (retrieved 7/13/2022).

General information about starting a business (com-
ing up with a business idea, writing a business plan).
No information about taxes.



https://www.businessnewsdaily.com/4686-how-to-start-a-business.html
https://www.businessnewsdaily.com/4686-how-to-start-a-business.html
https://www.sba.gov/business-guide/10-steps-start-your-business
https://www.sba.gov/business-guide/10-steps-start-your-business
https://www.usa.gov/start-business
https://www.usa.gov/start-business
https://www.forbes.com/advisor/business/how-to-start-a-business/
https://www.forbes.com/advisor/business/how-to-start-a-business/
https://www.nerdwallet.com/article/small-business/how-to-start-a-business
https://www.nerdwallet.com/article/small-business/how-to-start-a-business
https://www.nerdwallet.com/article/small-business/how-to-start-a-business
https://www.nerdwallet.com/article/small-business/small-business-tax-preparation
https://www.nerdwallet.com/article/small-business/small-business-tax-preparation
https://www.nerdwallet.com/article/taxes/self-employment-tax-deductions
https://www.nerdwallet.com/article/taxes/self-employment-tax-deductions
https://www.nerdwallet.com/article/taxes/estimated-quarterly-taxes
https://www.nerdwallet.com/article/taxes/estimated-quarterly-taxes
https://www.entrepreneur.com/article/297899
https://www.entrepreneur.com/article/297899
https://www.thehartford.com/business-insurance/strategy/how-to-start-a-business
https://www.thehartford.com/business-insurance/strategy/how-to-start-a-business
https://howtostartanllc.com/start-a-business
https://howtostartanllc.com/start-a-business
https://www.oberlo.com/blog/how-to-start-a-business
https://www.oberlo.com/blog/how-to-start-a-business
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Appendix C (continued). Internet Search Results for “Starting a New
Business” Topics

Search
term(s)

Results

Page 2. Checklist for Starting a Business. https://
www.irs.gov/businesses/small-businesses-self-
employed/checklist-for-starting-a-business (retrieved
7/13/2022).

Comments

IRS.gov

>>>Followed link Business Taxes. https://www.irs.
gov/businesses/small-businesses-self-employed/
business-taxes (retrieved 7/13/2022).

Explanation of income tax, estimated tax, self-em-
ployment tax, employment taxes

How to start a
small business

Page 1. How to Start a Small Business. https://www.
adp.com/resources/articles-and-insights/articles/h/
how-to-start-a-small-business-a-step-by-step-guide.
aspx (retrieved 7/13/2022).

Contained information on how to apply for an EIN
with the IRS.

>>>Followed link How to Do Payroll. https://www.
adp.com/resources/articles-and-insights/articles/h/
how-to-do-payroll.aspx (retrieved 7/13/2022).

Contained information about calculating payroll taxes-.
and filing forms 941 (quarterly withholding) and 940
(Federal unemployment tax).

Page 1. How to Start a Business: A Step-by-Step
Guide. https://www.businessnewsdaily.com/4686-
how-to-start-a-business.html (retrieved 7/13/2022).

Looked like it would be beneficial. Only mentioned
how to apply for an EIN and register business with
the state. No discussion of paying taxes.

Page 1. How To Start A Small Business In 2022:
Complete Step-By-Step Guide. https://www.forbes.
com/advisor/business/how-to-start-a-business/
(retrieved 7/13/2022).

Thought it would have good information. Only men-
tioned how to apply for an EIN and register business
with the state. No discussion of paying taxes.

Page 2. How to Start a Business. https://howtostar-
tanllc.com/start-a-business (retrieved 7/13/2022).

Thought it would have good information. Only men-
tioned how to apply for an EIN and register business
with the state. No discussion of paying taxes.

Page 2. How to Start a Small Business at Home.
https://www.uschamber.com/co/start/startup/starting-
small-business-at-home (retrieved 7/13/2022).

Thought it would have good information. Only men-

tioned how to apply for an EIN and register business
with the state. Encourages hiring a tax professional.
No discussion of paying taxes.

Page 2. How To Start A Business When You Have
Literally No Money. https://girlboss.com/blogs/
read/start-a-business-without-money (retrieved
7/13/2022).

Female entrepreneur-targeted website. Thought
would have good information. No discussion of
taxes. Only information about how to apply for an
EIN. The site encourages hiring an employment at-
torney. Encourages visiting SBA.gov

Page 2. How to Start a Small Business. https://
www.wikihow.com/Start-a-Small-Business (retrieved
7/13/2022).

Looked like it would be beneficial. Only recommend-
ed hiring an accountant or attorney to help with tax
matters. No discussion of paying taxes.

Page 2. How to Grow a Successful Business. https:/
www.investopedia.com/articles/pf/08/make-money-
in-business.asp (retrieved 7/13/2022).

Thought the site would have information about
keeping a business in compliance but there was no
information related to taxes.



https://www.irs.gov/businesses/small-businesses-self-employed/checklist-for-starting-a-business
https://www.irs.gov/businesses/small-businesses-self-employed/checklist-for-starting-a-business
https://www.irs.gov/businesses/small-businesses-self-employed/checklist-for-starting-a-business
https://www.irs.gov/businesses/small-businesses-self-employed/business-taxes
https://www.irs.gov/businesses/small-businesses-self-employed/business-taxes
https://www.irs.gov/businesses/small-businesses-self-employed/business-taxes
https://www.adp.com/resources/articles-and-insights/articles/h/how-to-start-a-small-business-a-step-by-step-guide.aspx
https://www.adp.com/resources/articles-and-insights/articles/h/how-to-start-a-small-business-a-step-by-step-guide.aspx
https://www.adp.com/resources/articles-and-insights/articles/h/how-to-start-a-small-business-a-step-by-step-guide.aspx
https://www.adp.com/resources/articles-and-insights/articles/h/how-to-start-a-small-business-a-step-by-step-guide.aspx
https://www.adp.com/resources/articles-and-insights/articles/h/how-to-do-payroll.aspx
https://www.adp.com/resources/articles-and-insights/articles/h/how-to-do-payroll.aspx
https://www.adp.com/resources/articles-and-insights/articles/h/how-to-do-payroll.aspx
https://www.businessnewsdaily.com/4686-how-to-start-a-business.html
https://www.businessnewsdaily.com/4686-how-to-start-a-business.html
https://www.forbes.com/advisor/business/how-to-start-a-business/
https://www.forbes.com/advisor/business/how-to-start-a-business/
https://howtostartanllc.com/start-a-business
https://howtostartanllc.com/start-a-business
https://www.uschamber.com/co/start/startup/starting-small-business-at-home
https://www.uschamber.com/co/start/startup/starting-small-business-at-home
https://girlboss.com/blogs/read/start-a-business-without-money
https://girlboss.com/blogs/read/start-a-business-without-money
https://www.wikihow.com/Start-a-Small-Business
https://www.wikihow.com/Start-a-Small-Business
https://www.investopedia.com/articles/pf/08/make-money-in-business.asp
https://www.investopedia.com/articles/pf/08/make-money-in-business.asp
https://www.investopedia.com/articles/pf/08/make-money-in-business.asp
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Appendix C (continued). Internet Search Results for “Starting a New
Business” Topics

Search
term(s)

Starting a
business and
taxes

Results

Page 1. Checklist for Starting a New Business.
https://www.irs.gov/businesses/small-businesses-
self-employed/checklist-for-starting-a-business
(retrieved 7/22/2022).

Comments

IRS website with useful information for small busi-
ness owners

Page 1. Starting a Business. https://turbotax.intuit.
com/tax-tips/small-business-taxes/starting-a-busi-
ness/L7PBcAdVh (retrieved 7/22/2022).

Information about choosing an accounting method,
filing quarterly taxes, paying employment taxes,
keeping records for Schedule C, determining whether
taxpayer is an employee or independent contrac-

tor, keeping track of expenses, and home office
deductions

Page 1. Small Business Tax Information. https://www.

usa.gov/business-taxes (retrieved 7/22/2022).

Government website with link to back to IRS.gov

Page 1. Tax and Business Forms You'll Need to Start
a Small Business. https://www.businessnewsdaily.
com/9-tax-and-business-forms-needed-to-start-a-
small-business.html (retrieved 7/22/2022).

Contained guidance on paying estimated taxes, pay-
ing employment taxes if a company has employees,
completing tax Form Schedule C, and information
about business tax deductions.



https://www.irs.gov/businesses/small-businesses-self-employed/checklist-for-starting-a-business
https://www.irs.gov/businesses/small-businesses-self-employed/checklist-for-starting-a-business
https://turbotax.intuit.com/tax-tips/small-business-taxes/starting-a-business/L7PBcAdVh
https://turbotax.intuit.com/tax-tips/small-business-taxes/starting-a-business/L7PBcAdVh
https://turbotax.intuit.com/tax-tips/small-business-taxes/starting-a-business/L7PBcAdVh
https://www.usa.gov/business-taxes
https://www.usa.gov/business-taxes
https://www.businessnewsdaily.com/9-tax-and-business-forms-needed-to-start-a-small-business.html
https://www.businessnewsdaily.com/9-tax-and-business-forms-needed-to-start-a-small-business.html
https://www.businessnewsdaily.com/9-tax-and-business-forms-needed-to-start-a-small-business.html
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Appendix D. Internet Search Results for “Gig Economy” Topics

ST Comments
term(s)

Driving for
Uber

Page 1. Flexible driving opportunities with Uber.
https://www.uber.com/us/en/drive/ (retrieved
.7/14/2022)

Main recruiting page for Uber. Describes benefits of
driving with the company. No information about taxes.

Page 1. Uber Driver Requirements: A Step-by-Step
Guide. https://www.investopedia.com/articles/per-
sonal-finance/120315/how-become-uber-driver-step-
step-guide.asp (retrieved 7/14/2022).

Subheading “How Do Uber Drivers Pay Taxes?” Ex-
plains self-employment tax rate of 15.3% (Medicare
and SS). Advises to talk with a CPA about what can
be written off as expenses.

Page 1. I'm a driver for Uber and Lyft — here are 10
things | wish | knew before starting the job. https:/
www.businessinsider.com/uber-lyft-drivers-job-ad-
vice-car-2019-8 (retrieved 7/14/2022).

Looked like it would be helpful but did not mention
anything about taxes or tax planning.

Page 1. How to Become an Uber Driver: A Beginner’s
Guide. https://www.nerdwallet.com/article/finance/
how-to-become-an-uber-driver (retrieved 7/14/2022).

Reminds gig workers that they are responsible for
12.4% to Social Security and 2.9% to Medicare, for a
total of 15.3%

>>> Followed link to “What Gig Workers Need to
Know About Taxes.” https://www.nerdwallet.com/
article/finance/what-gig-workers-need-to-know-about-
taxes (retrieved 7/14/2022).

Brief mention of deducting retirement plan
contributions.

Warns about underpayment penalties. Encourages
setting up a payment plan if one cannot afford to pay
their taxes.

Page 2. Is Driving for Uber Worth It in 20227 https:/
millennialmoneyman.com/driving-for-uber/ (retrieved
7/14/2022).

Brief comment about self-employment taxes. Encour-
ages downloading mileage tracking applications.

Page 2. Make Money Driving For Uber: The Ultimate
Side Hustle. https://www.goodfinancialcents.com/
how-to-become-an-uber-driver-requirements/ (re-
trieved 7/14/2022).

Reminds drivers they are responsible for (1) their

tax bill, including paying quarterly tax payments if
applicable; (2) keeping track the mileage; and (3) col-
lecting receipts for gas and vehicle upkeep.

Page 2. How Much Do Uber Drivers Make? Is It
Worth Your Time? https://www.gobankingrates.com/
money/side-gigs/how-much-do-uber-drivers-make/
(retrieved 7/14/2022).

Informs drivers they will need to pay self-employment
taxes.

>>> Followed link to How Does an Independent Con-
tractor Pay Taxes? https://www.gobankingrates.com/
taxes/filing/independent-contractor-taxes/ (retrieved
7/14/2022).

Talks about self-employment taxes.

>>> Followed link to Got a Side Hustle? Here’s How
To Calculate Estimated Taxes. https://www.gobank-
ingrates.com/taxes/filing/deadline-countdown-self-
employment-guide-filing/ (retrieved 7/14/2022).

Explains when and how to file quarterly estimated
taxes.

Driving for Lyft

Page 1. It pays (a lot) to drive right now. https://www.
lyft.com/drive-with-lyft (retrieved 7/14/2022).

Main recruiting page for Lyft. Describes benefits
of driving with the company. No information about
taxes.



https://www.uber.com/us/en/drive/
https://www.investopedia.com/articles/personal-finance/120315/how-become-uber-driver-step-step-guide.asp
https://www.investopedia.com/articles/personal-finance/120315/how-become-uber-driver-step-step-guide.asp
https://www.investopedia.com/articles/personal-finance/120315/how-become-uber-driver-step-step-guide.asp
https://www.businessinsider.com/uber-lyft-drivers-job-advice-car-2019-8
https://www.businessinsider.com/uber-lyft-drivers-job-advice-car-2019-8
https://www.businessinsider.com/uber-lyft-drivers-job-advice-car-2019-8
https://www.nerdwallet.com/article/finance/how-to-become-an-uber-driver
https://www.nerdwallet.com/article/finance/how-to-become-an-uber-driver
https://www.nerdwallet.com/article/finance/what-gig-workers-need-to-know-about-taxes
https://www.nerdwallet.com/article/finance/what-gig-workers-need-to-know-about-taxes
https://www.nerdwallet.com/article/finance/what-gig-workers-need-to-know-about-taxes
https://millennialmoneyman.com/driving-for-uber/
https://millennialmoneyman.com/driving-for-uber/
https://www.goodfinancialcents.com/how-to-become-an-uber-driver-requirements/
https://www.goodfinancialcents.com/how-to-become-an-uber-driver-requirements/
https://www.gobankingrates.com/money/side-gigs/how-much-do-uber-drivers-make/
https://www.gobankingrates.com/money/side-gigs/how-much-do-uber-drivers-make/
https://www.gobankingrates.com/taxes/filing/independent-contractor-taxes/
https://www.gobankingrates.com/taxes/filing/independent-contractor-taxes/
https://www.gobankingrates.com/taxes/filing/deadline-countdown-self-employment-guide-filing/
https://www.gobankingrates.com/taxes/filing/deadline-countdown-self-employment-guide-filing/
https://www.gobankingrates.com/taxes/filing/deadline-countdown-self-employment-guide-filing/
https://www.lyft.com/drive-with-lyft
https://www.lyft.com/drive-with-lyft
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Appendix D (continued). Internet Search Results for “Gig Economy” Topics

Search

Results Comments
term(s)

Page 1. How much can you make driving for Lyft in Discussion board about driving for Lyft
Atlanta? https://www.quora.com/How-much-can-you-
make-driving-for-Lyft-in-Atlanta (retrieved 7/14/2022).
>>>Searched in Quora “Lyft+Taxes.” https://www. General information about taxes. Most post refer the
quora.com/search?q=lyft%20taxes (retrieved reader to IRS.gov
7/14/2022).
Page 2. How Much Do Lyft Drivers Make? https:// Thought the site would have information regarding
www.gobankingrates.com/money/side-gigs/how- filing and reporting taxes related to earnings. No
much-do-lyft-drivers-make/ (retrieved 7/14/2022). information about taxes.
Page 2. Your Step-By-Step Guide to Becoming a Lyft | Site offers information only on how to initially get set
Driver [2022 Update]. https://www.ridester.com/drive- | up with Lyft. No information about taxes.
for-lyft/ (retrieved 7/14/2022).
Page 2. Lyft vs. Uber: What's the Difference? Thought this would have information since it ap-
https://www.investopedia.com/articles/personal-fi- peared under Investopedia’s “Personal Finance”
nance/010715/key-differences-between-uber-and-lyft. | section. No information about taxes.
asp (retrieved 7/14/2022).
>>>Followed link to “Gig Economy” https://www. Provides basic information about the gig economy.
investopedia.com/terms/g/gig-economy.asp (retrieved | No information about taxes.
7/14/2022).
Page 2. How to Become a Lyft Driver. https://gigwork- | Site offers information only on how to initially get set
er.com/become-lyft-driver/ (retrieved 7/14/2022). up with Lyft. No information about taxes.

Gig Economy | Page 1. Gig Economy. https://www.investopedia.com/ | Provides basic information about the gig economy.
terms/g/gig-economy.asp (retrieved 7/14/2022). No information about taxes.
Page 1. Thriving in the Gig Economy. https://hbr. Provides general information. No mention of taxes.
org/2018/03/thriving-in-the-gig-economy (retrieved
7/14/2022).
Page 2. What is the gig economy and what'’s the Provides a definition of the gig economy. No informa-
deal for gig workers? https://www.weforum.org/agen- | tion about taxes.
da/2021/05/what-gig-economy-workers/ (retrieved
7/14/2022).
What is the Gig Economy? The Complete Guide for Provides pros and cons to the gig economy. No infor-
2022. https://www.oberlo.com/blog/what-is-the-gig- mation about taxes.
economy (retrieved 7/14/2022).

Independent Page 1. Independent Contractor (Self-Employed) or IRS.gov. See IRS search results.

Contractor Employee? https://www.irs.gov/businesses/small-

businesses-self-employed/independent-contractor-
self-employed-or-employee (retrieved 7/14/2022).

Page 1. Independent Contractor. https://www.
investopedia.com/terms/i/independent-contractor.asp
(retrieved 7/14/2022).

Provides independent contractor information about
their self-employment tax responsible for Social
Security and Medicare.

Brief mention of deducting retirement plan
contributions.

Lists common tax forms for independent contractors
(Schedule C, 1040, 1040-ES)



https://www.quora.com/How-much-can-you-make-driving-for-Lyft-in-Atlanta
https://www.quora.com/How-much-can-you-make-driving-for-Lyft-in-Atlanta
https://www.quora.com/search?q=lyft%20taxes
https://www.quora.com/search?q=lyft%20taxes
https://www.gobankingrates.com/money/side-gigs/how-much-do-lyft-drivers-make/
https://www.gobankingrates.com/money/side-gigs/how-much-do-lyft-drivers-make/
https://www.gobankingrates.com/money/side-gigs/how-much-do-lyft-drivers-make/
https://www.ridester.com/drive-for-lyft/
https://www.ridester.com/drive-for-lyft/
https://www.investopedia.com/articles/personal-finance/010715/key-differences-between-uber-and-lyft.asp
https://www.investopedia.com/articles/personal-finance/010715/key-differences-between-uber-and-lyft.asp
https://www.investopedia.com/articles/personal-finance/010715/key-differences-between-uber-and-lyft.asp
https://www.investopedia.com/terms/g/gig-economy.asp
https://www.investopedia.com/terms/g/gig-economy.asp
https://gigworker.com/become-lyft-driver/
https://gigworker.com/become-lyft-driver/
https://www.investopedia.com/terms/g/gig-economy.asp
https://www.investopedia.com/terms/g/gig-economy.asp
https://hbr.org/2018/03/thriving-in-the-gig-economy
https://hbr.org/2018/03/thriving-in-the-gig-economy
https://www.weforum.org/agenda/2021/05/what-gig-economy-workers/
https://www.weforum.org/agenda/2021/05/what-gig-economy-workers/
https://www.oberlo.com/blog/what-is-the-gig-economy
https://www.oberlo.com/blog/what-is-the-gig-economy
https://www.irs.gov/businesses/small-businesses-self-employed/independent-contractor-self-employed-or-employee
https://www.irs.gov/businesses/small-businesses-self-employed/independent-contractor-self-employed-or-employee
https://www.irs.gov/businesses/small-businesses-self-employed/independent-contractor-self-employed-or-employee
https://www.investopedia.com/terms/i/independent-contractor.asp
https://www.investopedia.com/terms/i/independent-contractor.asp
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Appendix D (continued). Internet Search Results for “Gig Economy” Topics

Search
term(s)

Driving for
Uber and
taxes

Results

Page 1. Minimum Requirements for Working as an
Independent Contractor https://www.nolo.com/legal-
encyclopedia/minimum-requirements-working-inde-
pendent-contractor-29978.html (retrieved 7/14/2022).

Comments

A section of the article describes registering for an
EIN with IRS and completing a Schedule C.

Page 1. Understanding What an Independent Con-
tractor Is. https://www.businessnewsdaily.com/15853-
independent-contractor-employee-differences.html
(retrieved 7/14/2022).

Describes the definition of an independent contractor.
No information about filing taxes.

Page 1. Employee or Independent Contractor? UGA.
https://www.georgiasbdc.org/employee-or-indepen-
dent-contractor/ (retrieved 7/14/2022).

Describes the IRS definition of an independent
contractor and refers the reader to Pub 15a (link was
broken http://www.irs.gov/pub/irs-pdf/p15a.pdf)

Also refers readers to SBA for a definition of indepen-
dent contractor.

No tax information provided.

Page 2. What is an Independent Contractor? https://
andersonadvisors.com/independent-contractor/
(retrieved 7/14/2022).

Explains that independent contractors have to pay
their own Social Security taxes. Explains the require-
ments for issuing 1099s

Page 2. Fair Labor Standards Act Advisor—Indepen-
dent Contractor. https://webapps.dol.gov/elaws/whd/
flsa/docs/contractors.asp (retrieved 7/14/2022).

DOL.gov. Defines an independent contractor. No tax
information provided.

Page 2. What Is An Independent Contrac-

tor? Here’s Why It Matters Under the Trump

Tax Law. https://www.forbes.com/sites/alan-
gassman/2018/10/05/what-is-an-independent-
contractor/?sh=37b9c2871692 (retrieved 7/14/2022).

Describes the IRS “Pass Through Deduction” (Tax
Cuts and Jobs Act). No information about filing taxes.

Page 1. How Do Rideshare (Uber and Lyft) Drivers
Pay Taxes? https://www.taxoutreach.org/rideshare/
how-do-rideshare-uber-and-lyft-drivers-pay-taxes-2/
(retrieved 7/22/2022).

Discussed self-employment taxes, tracking deduc-
tions, filing quarterly taxes, and completing a Sched-
ule C and Schedule SE.

Page 1. Tax Deductions for Rideshare (Uber and Lyft)
Drivers and Food Couriers. https://www.taxoutreach.
org/rideshare/tax-deductions-for-rideshare-uber-and-
lyft-drivers/ (retrieved 7/22/2022).

Explains standard vehicle deductions and provided
an infographic on choosing the Standard Mileage
Deduction vs. Actual Expenses. The site provides a
sample of a 1099 and how to complete a Schedule C.

Page 1. Tax Tips for Uber Driver-Partners: Under-
standing Your Taxes. https://turbotax.intuit.com/tax-
tips/self-employment-taxes/tax-tips-for-uber-drivers-
understanding-your-taxes-/L7sbLCSc4 (retrieved
7/22/2022).

Contains information on 1099s, being self-employed,
completing Schedule C, deducting mileage, and ex-
amples of other tax-deductible business expenses.

Page 1. Your tax questions, answered https://www.
uber.com/us/en/drive/tax-information/ (retrieved
7/22/2022).

Provides a brief explanation of tax documents and
promotes the use of TurboTax.

Page 1. The Uber & Lyft Driver’s Guide to Taxes
https://bench.co/blog/tax-tips/uber-driver-taxes/
(retrieved 7/22/2022).

Discusses self-employment taxes, filing quarterly
estimates, and completing Schedule C. Offers a
subscription service to maintain tax records.



https://www.nolo.com/legal-encyclopedia/minimum-requirements-working-independent-contractor-29978.html
https://www.nolo.com/legal-encyclopedia/minimum-requirements-working-independent-contractor-29978.html
https://www.nolo.com/legal-encyclopedia/minimum-requirements-working-independent-contractor-29978.html
https://www.businessnewsdaily.com/15853-independent-contractor-employee-differences.html
https://www.businessnewsdaily.com/15853-independent-contractor-employee-differences.html
https://www.georgiasbdc.org/employee-or-independent-contractor/
https://www.georgiasbdc.org/employee-or-independent-contractor/
http://www.irs.gov/pub/irs-pdf/p15a.pdf
https://andersonadvisors.com/independent-contractor/
https://andersonadvisors.com/independent-contractor/
https://webapps.dol.gov/elaws/whd/flsa/docs/contractors.asp
https://webapps.dol.gov/elaws/whd/flsa/docs/contractors.asp
https://www.forbes.com/sites/alangassman/2018/10/05/what-is-an-independent-contractor/?sh=37b9c2871692
https://www.forbes.com/sites/alangassman/2018/10/05/what-is-an-independent-contractor/?sh=37b9c2871692
https://www.forbes.com/sites/alangassman/2018/10/05/what-is-an-independent-contractor/?sh=37b9c2871692
https://www.taxoutreach.org/rideshare/how-do-rideshare-uber-and-lyft-drivers-pay-taxes-2/
https://www.taxoutreach.org/rideshare/how-do-rideshare-uber-and-lyft-drivers-pay-taxes-2/
https://www.taxoutreach.org/rideshare/tax-deductions-for-rideshare-uber-and-lyft-drivers/
https://www.taxoutreach.org/rideshare/tax-deductions-for-rideshare-uber-and-lyft-drivers/
https://www.taxoutreach.org/rideshare/tax-deductions-for-rideshare-uber-and-lyft-drivers/
https://turbotax.intuit.com/tax-tips/self-employment-taxes/tax-tips-for-uber-drivers-understanding-your-taxes-/L7sbLCSc4
https://turbotax.intuit.com/tax-tips/self-employment-taxes/tax-tips-for-uber-drivers-understanding-your-taxes-/L7sbLCSc4
https://turbotax.intuit.com/tax-tips/self-employment-taxes/tax-tips-for-uber-drivers-understanding-your-taxes-/L7sbLCSc4
https://www.uber.com/us/en/drive/tax-information/
https://www.uber.com/us/en/drive/tax-information/
https://bench.co/blog/tax-tips/uber-driver-taxes/
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Appendix D (continued). Internet Search Results for “Gig Economy” Topics

Search
term(s)

Results

Page 2. 5 Things to Know About Rideshare

Driver Taxes https://www.morningbrew.com/daily/
stories/2021/04/22/5-things-know-rideshare-driver-
taxes (retrieved 7/22/2022).

Comments

Explains Form 1099, the concept of “ordinary and
necessary,” vehicle deductions, and the Qualified
Business Income (QBI) deduction.

Page 2. Tax Tips for Lyft and Uber Drivers: What to
Know for 2021. https://www.picnictax.com/blog/lyft-
uber-rideshare-driver-taxes/ (retrieved 7/22/2022).

Contains information on 1099s, being self-employed,
completing Schedule C, and deducting mileage.

Page 3. Uber Tax Information: Essential Tax Forms,
Documents, & Checklists. https://www.ridester.com/
uber-tax-information/ (retrieved 7/22/2022).

Discussed self-employment taxes, tracking deduc-
tions, filing quarterly taxes, and completing a Sched-
ule C and Schedule SE.

Page 3. Learn How to File Taxes for Uber and Lyft
Drivers https://www.udemy.com/course/learn-how-to-
file-taxes-from-uber-lyft/ (retrieved 7/22/2022).

Offers a course for $39.99 on how to file taxes for
Uber and Lyft drivers.

Page 3. Taxes for Rideshare/Uber Drivers https://
www.solvable.com/tax-help/business-taxes/taxes-for-
rideshare-uber-drivers/ (retrieved 7/22/2022).

Provides information on acting as an independent
contractor, filing appropriate tax forms, completing
Schedules C and SE, filing quarterly estimated taxes.



https://www.morningbrew.com/daily/stories/2021/04/22/5-things-know-rideshare-driver-taxes
https://www.morningbrew.com/daily/stories/2021/04/22/5-things-know-rideshare-driver-taxes
https://www.morningbrew.com/daily/stories/2021/04/22/5-things-know-rideshare-driver-taxes
https://www.picnictax.com/blog/lyft-uber-rideshare-driver-taxes/
https://www.picnictax.com/blog/lyft-uber-rideshare-driver-taxes/
https://www.ridester.com/uber-tax-information/
https://www.ridester.com/uber-tax-information/
https://www.udemy.com/course/learn-how-to-file-taxes-from-uber-lyft/
https://www.udemy.com/course/learn-how-to-file-taxes-from-uber-lyft/
https://www.solvable.com/tax-help/business-taxes/taxes-for-rideshare-uber-drivers/
https://www.solvable.com/tax-help/business-taxes/taxes-for-rideshare-uber-drivers/
https://www.solvable.com/tax-help/business-taxes/taxes-for-rideshare-uber-drivers/
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Appendix E. Search Results for Offline Resources

Search

Results Comments
term(s)
Divorce sup- Page 1. Divorce Support Groups—Atlanta Support group and psychologist referrals service.
port groups https://lwww.psychologytoday.com/us/groups/ga/
atlanta?category=divorce (retrieved 7/18/2022).
Page 1. Oasis—Buckhead Church—Divorce Re- Atlanta-based church that offers divorce support
covery https://buckheadchurch.org/oasis (retrieved groups.
7/18/2022).
Divorce Page 1. American Academy of Matrimonial Lawyers. | Article discussing filing status rules.
attorney https://www.aaml.org/ (retrieved 7/18/2022).

organizations

>>>Searched AAML Journal “taxes.” Article: Divorce
and Taxes: Fifty Years of Change Volume 24,

2012, Number 2, p. 489 https://aaml.org/resource/
collection/3BDEDFA9-B18B-4C53-B875-2CF630D-
DADOC/Wilder.pdf (retrieved 7/18/2022).

Divorce Page 1. Second Saturday. https://www.secondsatur-
workshops day.com/ (retrieved 7/19/2022).
Provides a list of online in-person workshops for
>>>Click “Find a Workshop” divorced people.
>>>Choose State
Page 1. Family Law Workshop Information https:// Fulton County (Georgia) Court provides workshops
www.fultoncourt.org/family/family-workshop.php for people going through/considering divorce.
(retrieved 7/19/2022).
Tax advice No valuable results
for small
businesses
Tax Page 1. Small Business Tax Workshops, Meetings IRS.gov website. Taxpayer chooses their state for a
workshops and Seminars https://www.irs.gov/businesses/small- list of tax workshops in their area.

businesses-self-employed/small-business-tax-work-
shops-meetings-and-seminars (retrieved 7/19/2022).

Page 1. TaxworkShop.com. https://www.taxworkshop.

com/ (retrieved 7/19/2022).

Workshops for tax practitioners. Last scheduled
workshop was September 2021.

Gig economy
workshops

No valuable results.



https://www.psychologytoday.com/us/groups/ga/atlanta?category=divorce
https://www.psychologytoday.com/us/groups/ga/atlanta?category=divorce
https://buckheadchurch.org/oasis
https://www.aaml.org/
https://aaml.org/resource/collection/3BDEDFA9-B18B-4C53-B875-2CF630DDAD9C/Wilder.pdf
https://aaml.org/resource/collection/3BDEDFA9-B18B-4C53-B875-2CF630DDAD9C/Wilder.pdf
https://aaml.org/resource/collection/3BDEDFA9-B18B-4C53-B875-2CF630DDAD9C/Wilder.pdf
https://www.secondsaturday.com/
https://www.secondsaturday.com/
https://www.fultoncourt.org/family/family-workshop.php
https://www.fultoncourt.org/family/family-workshop.php
https://www.irs.gov/businesses/small-businesses-self-employed/small-business-tax-workshops-meetings-and-seminars
https://www.irs.gov/businesses/small-businesses-self-employed/small-business-tax-workshops-meetings-and-seminars
https://www.irs.gov/businesses/small-businesses-self-employed/small-business-tax-workshops-meetings-and-seminars
https://www.taxworkshop.com/
https://www.taxworkshop.com/




The Impact of Annual Changes in Family
Structure and Income on Tax Credits

Elaine Maag, Nikhita Airi, and Lillian Hunter (Urban-Brookings Tax Policy Center)'

I. Introduction

Refundable tax credits, those that can exceed federal income taxes owed, provide an important source of fi-
nancial support for many low- and middle-income families with children. The largest of these are the Earned
Income Tax Credit (EITC) and Child Tax Credit (CTC). The credits are determined on an annual basis and
are often received as a single payment as part of a family’s tax refund. For low-income families, it is often the
family’s most significant financial event of the year (Morduch and Schneider (2017)).

Tax credits accrue to tax units—the group of individuals who appear on a tax return together based on
legal relationships, child residency, and support. Though families may change throughout the year, only one
adult or married couple will likely be able to benefit from the EITC and CTC for any one child (and often it is
the same person for both credits), even when several adults provide significant amounts of support to a child
throughout the year.

Because most families file taxes once a year, after the tax year has ended, families that change throughout
the year may have difficulties correctly determining their filing status and who can properly claim a child for
the purpose of receiving child-related benefits. According to the Internal Revenue Service (IRS), the most
common error filers make when claiming the EITC is claiming a child who is not actually a qualifying child
(IRS (2022)).

Families often report that the amount of tax credits they receive at tax time are a surprise (T. Anderson et
al. (2022); Romich and Weisner (2000)). The complexity of the credits along with family and income changes
throughout the year may contribute to not knowing what credits are likely to be delivered at tax time (Maag et
al. (2017); Maag et al. (2016)).

This analysis reviews how trends in changing family structures diverge from how tax credits are delivered.
We then briefly describe the EITC and CTC and the role income and family composition play in their calcula-
tions. Finally, we explore how well data in one year predict EITC and CTC receipt in a subsequent year.

Understanding the predictability of tax credits is important for two reasons. First, because the EITC and
CTC are significant sources of economic support for families, it is important to gain a better understanding of
how much credit amounts vary from year to year. Second, recent experience with advancing up to half of the
CTC in 2021 has re-energized calls for delivering tax credits on a monthly basis in advance of families filing a
tax return.

If credits are advanced based on information from the prior year, families that experience drops in credits
for which they are eligible may be required to repay any credit they received in error when they complete their
tax return. This may create a hardship for some families. Uncertainty about tax credits can cause tax filers to
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take unnecessary precautions, such as borrowing less ahead of receiving tax refunds, decreasing the overall
benefits of tax credit programs (Caldwell et al. (2023)). Understanding to what extent prior-year data can be
useful in predicting eligibility is critical to designing an advanced payment program that can sufficiently pro-
tect families from potentially needing to pay back credits determined to be in error.

On the other hand, people who find out they are eligible for larger credits when they fill out their tax re-
turn than predicted by prior-year data may miss out on the full impact of having advance credits. Because both
issues are likely to affect low-income families more, we focus most of our analysis on families with income
below 200 percent of the federal poverty level.

Among low-income families, 39 percent see the amount of their EITC drop at least $500 from one year
to the next, 39 percent see their EITC change by less than $500 (almost half of this group receives no EITC in
either year), and the remaining 22 percent see their EITC rise by at least $500. CTC amounts are more stable
from one year to the next. About 49 percent, see their CTC change by less than $500, 20 percent see their credit
drop by at least $500, and the remaining 31 percent see their CTC rise by at least $500.

Year-over-year changes in income drive much of the change in credits, though changes in the number
of children and marital status drive some credit change. Almost all benefits from the EITC accrue to families
with children in the bottom 40 percent of the income distribution. Initially, benefits phase in with earnings.
Once earnings reach about $10,000 for families with one child or about $14,000 for families with at least two
children, they remain flat as income increases. Benefits begin to phase out once income increases beyond
about $19,000. Among the 39 percent of low-income families that see their EITC decrease from one year to the
next, almost three-quarters experience a decrease in their EITC because their income rises. In other words,
their credit begins to phase out or phases out completely because they have more income in the second year
we observe them than in the first year.

In contrast, the CTC delivers benefits to all but the highest income families with children. Benefits gen-
erally increase with earnings until the maximum benefit is reached. A single parent with two children needs
about $32,000 in income to receive the full CTC benefit. The Tax Policy Center estimates that 19 million
children under age 17 live in families that do not receive the full $2,000 per child CTC benefit because their
families do not earn enough.?

The credit does not begin to phase out until income reaches $200,000 for single parents and $400,000 for
married couples. As a result, low-income families rarely lose credits because their income increases. Because
the credit initially rises with earnings, low-income families often qualify for higher credits when their earnings
increase from one year to the next. For the 31 percent of families that see their CTC rise by at least $500, about
two-thirds of the time that increase is driven by increases in income. Families move from receiving no CTC or
only part of the $2,000 per child credit to receive more or all of the credit.

If the IRS were to advance credits based on prior year filing information, Congress would need to consider
how accurate advance payments are likely to be and what sort of protections should reasonably be put in place
(and how many people would likely need those protections). Although income changes drive most changes,
families that change throughout the year because of marriage, divorce, or change in the number of children in
the tax unit are most likely to see large (at least $2,000) CTC swings—and these types of families are becom-
ing a greater share of all families with children. Program administrators should consider the larger context of
changes to the American family when designing policy going forward.

II. Changes to the American Family

The tax system was designed at a time when marriage rates were high and children tended to grow up in
families with two biological parents. By 2019, 41 percent of children lived in a household arrangement other
than with two married biological parents (L. Anderson et al. (2022)). The decline in marriage rates alongside
an increase in births outside of marriage is also reflected in tax data. In 1962, 59 percent of all tax returns were

2 “Distribution of Tax Units and Qualifying Children by Amount of Child Tax Credit (CTC), 2022,” table T22-0123, Tax Policy Center, October 18, 2022, https://
www.taxpolicycenter.org/model-estimates/children-and-other-dependents-receipt-child-tax-credit-and-other-dependent-tax.
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filed by married couples. By 2018, the share of tax returns filed by married couples dropped to 35 percent. Over
the same period, the share of returns filed by single parents with custody of their children (head of household)
increased from about 2 percent to over 10 percent, with single filers without children on their tax return mak-
ing up almost all of the rest of the filing population (CBO (2019)).

By far, the most common filing status associated with receipt of the EITC is head of household. In 2017,
nearly 56 percent of EITC claimants were unmarried filers with children (National Taxpayer Advocate (2020),
p. 52), or people who typically file as head of household.

Child custody is shared in a growing number of cases, both in households headed by single parents and
by married couples where at least one partner has an additional child outside their current marriage. Sharing
custody complicates the process of determining who should receive the CTC and EITC on behalf of that child.
More than one parent or caregiver may reasonably feel entitled to the credit, even if the law does not define
them as eligible. In recent years, over half of divorces have resulted in shared custody agreements (Meyer et al.
(2017)). Children from lower-income families are more likely to live in families with tax filing ambiguities that
complicate their ability to claim tax credits: as many as 60 percent of lower-income families, compared to 40
percent overall (Michelmore and Pilkauskas (2022)).

ITI. Description of Earned Income and Child Tax Credits

The EITC and CTC together lift more children out of poverty than any other income support program in a
typical year (Fox and Burns (2020)). Benefits from the EITC are concentrated among low- and moderate-
income families, while benefits from the CTC cover almost every family with children. We describe each
credit’s structure briefly to understand better why it may be difficult to predict the credit eligibility in advance
of filing a tax return.

A. Earned Income Tax Credit

The EITC provides substantial support to low- and moderate-income working parents. Workers receive a
credit equal to a percentage of their earnings up to a maximum credit (Figure 1). Both the credit rate and the
maximum credit vary by family size, with larger credits available to families with more children. From 2015 to
2018, the years of our analysis, the maximum credit for families with one child varied from $3,359 to $3,461,
while the maximum credit for families with three or more children varied from $6,242 to $6,431. A much
smaller credit is available to some workers without children living at home (about $500). After the credit
reaches its maximum value, it remains flat until income reaches the point where the credit begins to phase out.
Thereafter, it declines with each additional dollar of income until no credit is available (Figure 1).> The EITC is
a refundable tax credit—if a family qualifies for a credit worth more than the taxes they owe, they may receive
it as a tax refund. Each year, the credit grows with inflation.

In cases where a child is supported by people in more than one tax unit, the tax unit where the child lives
for the majority of the year is the intended beneficiary of the EITC. In a multigenerational household, a parent
has the option to claim the child, the child’s grandparent in the household can claim the child if that grandpar-
ent has a higher income than the child’s parent. One tax unit may benefit from the EITC on behalf of a child
and generally the same tax unit will also benefit from the CTC. If two parents of a child cohabit—live together
without marrying—they may choose which parent will claim the child. If both cohabiting parents claim the
child on a tax return, the one with the higher income will be determined eligible.

*  The EITC begins to decrease whenever a family’s earnings or adjusted gross income, whichever is higher, exceeds the phaseout threshold.
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FIGURE 1. Earned Income Tax Credit, 2018
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Source: Urban-Brookings Tax Policy Center calculations.
Notes: Assumes all income comes from earnings. Assumes children meets all tests to be EITC-qualifying children. Dotted lines represent married couples. All credit amounts are
indexed annually for inflation.

The group of people who benefit from the EITC is not stagnant. Prior analysis using tax data showed that
over a 10-year period, 61 percent of claimants claimed the EITC for one or two years and about 20 percent
of EITC recipients claimed the credit for more than five years (Dowd and Horowitz (2011)). Credit eligibility
relies on both the income of the taxpayers and the composition of the tax unit. A tax filer needs to know who
will live in their household, their marital status, and taxpayers’ income to anticipate their EITC.

Understanding who should claim a child for the EITC creates confusion. The Treasury Department has
estimated that 70 percent of all improper payments of the EITC stem from the incorrect person claiming the
child for credit purposes (Department of the Treasury (2018); Holtzblatt and McCubbin (2002)). The IRS indi-
cates that another two of the five most common errors with respect to claiming the EITC are claiming a child
that does not qualify for the benefit and more than one person claiming the child (IRS (2022)). Determining
whether an advance credit should be based on the presence of a child will presumably also be difficult for
families.

B. Child Tax Credit

The CTC offsets part of the cost of raising children for working families. Expanded as part of the Tax Cuts and
Jobs Act of 2017 (TCJA), the CTC provides a benefit of up to $2,000 per child under age 17 (Figure 2). After
first being used to offset taxes owed, part of the CTC can be received as a tax refund. The refundable portion of
the credit is calculated as 15 percent of earnings over $2,500. Prior to 2021,* the refundable portion of the credit
was limited to $1,400 per child. How much of the credit can be received as a refund is the only CTC parameter
indexed for inflation. In 2022, the refundable portion rose to $1,500. Over 90 percent of families with children
benefit from the CTC.?

* In 2021, the American Rescue Plan Act created a temporary expansion of the CTC, making the credit fully refundable. It also increased the size of the credit to up
to $3,600 per child up to age 5 and up to $3,000 per child ages 6 to 17. For more information see https://taxpolicycenter.org/briefing-book/what-child-tax-credit.

®  “Tax Benefit of the Child Tax Credit (CTC) Current Law, by Expanded Cash Income Percentile, 2022,” table T21-0225, Tax Policy Center Microsimulation Model
(version 0721-1), September 2021, https://www.taxpolicycenter.org/model-estimates/tax-benefits-child-tax-credit-september-2021/t21-0225-tax-benefit-child-
tax-credit.
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FIGURE 2. Child Tax Credit, Single Parent with One Child, 2018
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Source: Urban-Brookings Tax Policy Center calculations.

Notes: Assumes all income comes from earnings. Assumes child meets all tests to be a CTC-qualifying dependent. Credit phases out beginning at $400,000 of income for married
parents. Only children with Social Security numbers qualify for the CTC. Noncitizens under age 18 who meet the dependency tests for eligibility can qualify for the other dependent
tax credit.

In addition to the refundable and nonrefundable portions of the CTC, there is also a credit for other de-
pendents (ODTC). This credit is worth up to $500 and can only be used to offset taxes owed. Generally, the
credit is available to families with dependents who do not qualify for the CTC. Dependents of any age can
qualify for the ODTC this includes children aged 17 or 18, full-time college students up to age 24, and children
who do not have Social Security numbers.

Claiming the CTC is less studied than the EITC. Divorced and never married parents may alternate years
of claiming a child, regardless of where the child lives the majority of the year. Because the rules for claiming
a child are less strict for the CTC than the EITC, there are likely fewer errors in who claims the credit. For
example, a child does not have to live with the claiming parent for a given number of months for the parent to
claim the child—but only one parent (or other relative) may claim the child each year.

IV. Why Do EITC and CTC Amounts Change From One Year to the Next?

A. EITC

EITC amounts depend on three main characteristics of the tax unit: the number of eligible children, earnings
and income, and marital status.® EITC amounts increase annually with inflation, so even with no other chang-
es, many families will see their EITC increase from one year to the next. In the years of our study, these changes
were modest, causing the maximum credit for a family with one child to grow $102—from $3,359 to $3,461.

If the number of qualifying children in a tax unit changes, a family’s EITC will also likely change. The
number of eligible children can increase from birth, adoption, or other arrival of a new child. The number of
eligible children can decrease if a child moves to another home for more than half the year, turns 17 during the
year, becomes the qualifying child of another tax unit in a household with cohabiting parents or multiple gen-
erations, or dies. Credit amounts increase for each additional child up to three. Increases beyond three have no

¢ To alesser extent, EITC amounts depend on investment income (which in 2018 could not exceed $3,500) and a variety of other qualifying characteristics. For
example, married couples must file a joint return; the taxpayer and spouse (if applicable) must have SSNs valid for work as do any qualifying children; taxpayers
cannot claim a foreign earned income exclusion or be the qualifying child of another person. Taxpayers without qualifying children have additional restrictions.
Internal Revenue Service, 2019. IRS Publication 596, Earned Income Credit (EIC) For use in preparing 2018 Returns. Washington, DC. Department of the
Treasury.
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effect and decreases above three have no effect. In many cases, a family will be able to predict these changes are
coming the next tax year, but not in all cases. Families will not necessarily know how changes in the number of
children will affect their benefit. In general, a change in the number of children is the most dramatic effect. In
2018, increasing from no children to one child increases the maximum credit from $519 to $3,461. Increasing
from two to three children increases the benefit by a max of $715. There are no further adjustments for children
beyond the third.

Earnings change from one year to the next for a variety of reasons. These include changes in wage rates,
changes in the number of hours worked, changes in bonus income, changes in jobs, irregular schedules, mov-
ing in and out of the labor market. Prior research shows that among low-income families, those with income
below twice poverty, almost two-thirds have income that for at least one month of the year will spike above or
dip below their average monthly income by at least 25 percent (Maag et al. (2017)). Earnings can also change
when marital status changes because the tax unit will now include income from both partners in the couple for
a newly married couple or only one partner from the couple in the case of a divorce. How the EITC changes
with income depends on whether a family has income in the phase-in period of the credit, the range where the
credit delivers a flat benefit, or in the phase-out range of the credit (Williams and Maag (2008)).

Marital status changes when people marry, divorce, or become widowed. In the case of the EITC, married
couples can earn more income before the credit begins to phase out than single people, so changing marital
status can change credit amounts—even if income amounts do not change. In particular, a couple may be able
to receive the maximum credit rather than have it partially phase down with their additional income or may
be able to receive a higher credit amount if they are in the phase-out range of the credit than when they were
single.

B. CTC

CTC amounts depend on the number of children in the family and to a lesser extent, earnings and income
amounts. The maximum benefit does not change annually with inflation, but instead is set at $2,000 per child
under age 17 until 2025, at which point it will drop to $1,000.

There is no maximum number of children that can benefit. The reasons for child changes in the CTC can
be the same as for the EITC, but unlike the EITC, only specific changes inform a change in the number of chil-
dren claimed for the CTC. In the case of the CTC, unmarried parents can designate who will claim the credit.
It is not necessary that the child pass the same residency test required by the EITC. In some cases, for example,
parents who do not live together have made an agreement to shift who claims the child annually. This change is
predictable for those parents. In other cases, decisions on who will claim the CTC may be made on an annual
basis and would not be any easier to predict than child residency.

The CTC phases out at relatively high-income levels ($200,000 for single parents, $400,000 for married
couples). Low- and moderate-income families may see their credit increase if earnings increase—or they may
see their credit decrease if earnings decrease. Unlike the EITC, they are unlikely to experience a credit decrease
when earnings increase because of the relatively high point at which the CTC begins phasing out. In 2018,
about 2 percent of children received no credit because their parents did not earn enough. Only increases in
earnings can change their credit. About 12 percent had earnings too low to be eligible for the full credit—an
earnings increase could increase their credit and a decrease could decrease their credit. Over 60 percent of
children received the full credit and the vast majority would be unaffected by modest changes in earnings.”

The credit begins to phase out at double the income level for married couples as single parents. Changes
in marital status may affect the credit amount but are unlikely to be a large factor—except to the extent that
parents with low income marry low or moderate earners, increasing their tax unit’s total income.

7 “Distribution of Tax Units and Qualifying Children by Amount of Child Tax Credit (CTC), 2018,” table T17-0228, Tax Policy Center, October 18, 2017, https://
www.taxpolicycenter.org/model-estimates/distribution-amount-child-tax-credit-october-2017/t17-0228-distribution-tax-units.
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V. Data and Methods

We use the Annual Social and Economic Supplement of the Current Population Survey (CPS ASEC) to esti-
mate year-over-year eligibility for tax credit. The CPS ASEC collects data on a representative sample of house-
holds throughout the year on a monthly basis. Households are in the survey for four consecutive months, are
out of the survey for the next eight months, and then return to the survey for another four months before leav-
ing the sample permanently. The design means that some households will be in the survey for two consecu-
tive years in March, the month that income data are collected, which can be used to estimate taxes including
refundable tax credits. We use this feature of the survey to follow households with at least one child under age
18 who appear in the survey in two consecutive years. We use the Transfer Income Model, version 3 (TRIM3),
to estimate changes in the EITC and CTC from one year to the next.® We exclude from our sample households
where income was imputed because imputations are not designed to show changes from one year to the next.

Our analysis uses data from 2016 through 2019, which represent income amounts from 2015 through 2018.
We pair observations in 2015 and 2016, 2016 and 2017, and 2017 and 2018. We apply 2018 tax law in all years: our
calculations were therefore unaffected by the Tax Cuts and Jobs Act’s changes to the CTC that went into effect
in 2018. A household must have a child in at least one year to be part of our sample.’

VI. Results

We compare the EITC and CTC that a tax unit appears eligible for in year two with the credit they appear
eligible for in year one."” All of the families in our analysis have a child in either the first or second year they
are observed. For each credit, we group tax units into those with an increase in the credit of at least $500 from
year one to year two, those that have a change of less than $500, and those with a credit decrease of at least
$500 between the two years. Low-income families are defined as those with incomes beneath 200 percent of
the official poverty measure.

A. Earned Income Tax Credit

Not all families are eligible for an EITC in both years. In our data, about 40 percent of families with children
receive an EITC in at least one year and 60 percent receive no EITC in both years. We estimate that 16 percent
of families experience a drop in their EITC of at least $500, over two-thirds of families (69 percent) have no
major change in eligibility, and the remaining 15 percent of families appear eligible for an EITC that is at least
$500 larger in year two than in year one (Figure 3).

Among low-income families with children, those with income below twice the poverty level in year one,
we observe that 79 percent receive an EITC in at least one year and 21 percent receive no EITC in both years.
We estimate that 39 percent of families experience a drop in their EITC of at least $500, some 39 percent have
no major change in eligibility, and the remaining 22 percent see their credits increase by at least $500.

Income changes drive earned income tax credit changes and large earned income tax credit changes are
most common

If a family’s income is in the phase-in range of the credit, a decrease in income results in a year-over-year
decrease in the EITC. A sufficiently large decrease in income from the plateau range of the credit can also

Information presented here is derived in part from the Transfer Income Model, version 3 (TRIM3), and associated databases. TRIM3 requires users to input
assumptions and/or interpretations about economic behavior and the rules governing federal programs. Therefore, the conclusions presented here are attributable
only to the authors of this report.

Our data do not allow us to implement the rules that all persons in the tax unit must have a Social Security number (SSN) eligible for work to be eligible for the
EITC. Although TRIM3 models SSN requirements, the TRIM3 imputation of whether a person has an SSN is not necessarily consistent in two consecutive years
of CPS data and so we do not use those imputations for this analysis. We allow the EITC parameters to adjust with inflation but deliver a maximum CTC benefit
of $2,000 per child with up to $1,400 allowed as a refund, consistent with 2018 law.

5

Because the CPS is a household survey, we cannot track people who move households. We can track changes that happen to a tax unit if the tax unit stays in the
same household. For example, if a couple divorces, and one partner remains in the household, we can compare the EITC and CTC the partner who stayed in the
household qualified for in year two with the EITC and CTC the partner was eligible for as part of a couple in year one. In this way, our estimates likely overstate
stability in the tax credits because people moving homes are probably more likely to experience a change in credits than people remaining in the same home.
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decrease the credit. Income increases can also have the opposite effect. An increase in income can decrease
benefits if a person’s income moves into or farther into phase-out range of the credit.

An increase in income can happen because a person works or earns more—but also when couples marry,
and additional income may become available to the tax unit. We find that over 70 percent of the low-income
families that experience a decrease in their EITC experience that decrease because of an increase in earnings
(representing 28 percent of all low-income families in our sample)." The remaining families that see an EITC
drop of at least $500 from one year to the next are split roughly evenly between families where the number of
children decreased and families where income decreased and caused the EITC to decrease. Changes in other
household characteristics such as marital status not accompanied by changes in income or children affect un-
der 1 percent of low-income families.

In some cases, drops in the EITC from one year to the next can be dramatic. Among low-income families,
about 22 percent see a drop of at least $2,000 and another 11 percent see a drop of between $1,000 and $2,000
(Figure 3). Drops of at least $2,000 are caused by income increasing 64 percent of the time, children decreasing
20 percent of the time, and income decreasing 16 percent of the time.

FIGURE 3. Year-to-Year Changes in Earned Income Tax Credit Amounts for Families with
Children, 2018 Tax Law
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Source: Urban Institute TRIM3 model using data from Current Population Survey Outgoing Rotation Groups 2015-18.
Notes: Sample includes households with one dependent child under age 18 in either year. No change is defined as a change of less than $500.

About 22 percent of low-income families with children become eligible for a larger EITC in the second
year than in the first. Changes in income drive increases in the EITC for these low-income families about 75
percent of the time (9 percent of low-income families see their EITC increase because their income decreased,
and another 8 percent of low-income families see their EITC increase because their income increased). For 5
percent of low-income families, we observe an EITC increase driven by the number of children in the tax unit

' Decrease in earnings is defined as a decrease in earnings without a change in the number of children over the same period.
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increasing. About half of all low-income families with an EITC increase see an increase of more than $2,000.
A small share of low-income families become newly eligible for an EITC in the second year we observe them
after having no earnings in the first year.

Demographic variations in earned income tax credit changes among low-income households

We estimate whether the likelihood of an EITC increase or decrease varies by demographic characteristics
for those with income below 200 percent of the federal poverty level in year one (Figure 4). About 42 percent
of white non-Hispanic and 41 percent of Black non-Hispanic households receive no credit in both years, or
have no major change in their credit amount from year one to year two. Hispanic families were less likely to
experience no change in eligibility, about 34 percent. While the share of families, by race and ethnicity, that
experienced an increase in the amount of EITC they were eligible for from year one to year two was roughly
the same, Hispanic families were more likely to see their EITC drop than white, non-Hispanic or Black, non-
Hispanic families.

FIGURE 4. Year-to-Year Changes in Earned Income Tax Credit Amounts,
2018 Tax Law
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Source: Urban Institute TRIM3 model using data from Current Population Survey Outgoing Rotation Groups 2015-18.

Notes: Sample includes households with one dependent child under age 18 in either year with incomes below twice federal poverty level in the first year observed.
No change is defined as a change of less than $500. Marital status is shown only for those with same marital status in both years. Families with marital status
changes excluded due to small sample size.

People who were low-income and unmarried in both years of our sample were more likely to maintain
similar EITC eligibility in year two (45 percent) than people who were married (32 percent). This may be
because with only one potential earner in the tax unit, there is less opportunity for variation. In a married
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couple, two people may be exposed to changes in employment. About 32 percent of unmarried adults with low
incomes in our sample saw the amount of credit they were eligible for decline by at least $500 in year two and
the remaining 23 percent saw their credit amount increase.

Younger adults with low incomes were more likely to see their EITC change from year one to year two
than households where the survey respondent was either under 35 or over age 50. While just 33 percent of
adults under age 35 and 35 percent of adults ages 35 to 50 experienced no change in credit eligibility, over half
of adults in our older group had no major change in credit eligibility. In many cases, it was because older tax
filers were more likely to be ineligible for a credit in both years. Most changes in predicted eligibility were
greater than $2000.

B. Child Tax Credit

Over 90 percent of all families with children received a CTC in either year, compared with 82 percent of
families with incomes under 200 percent of the federal poverty level. Among families with low incomes that
received no CTC, some had no earnings or earnings below $2,500 and others had children aged out of eligibil-
ity for the program. Children must be under age 17 to qualify for the CTC. Older limits apply for children to
qualify for the EITC. Just over 58 percent of all families with children saw no major change in CTC eligibility
for from year to year (a change of less than $500). Forty-nine percent of low-income families with children
saw changes of less than $500 from one year to the next. Among those that saw their credits change by at least
$500, roughly half saw their credits increase and the other half experienced a credit decrease. Among families
with low-incomes, more saw an increase in their CTC from one year to the next than saw a credit decrease.

Year-over-year CTC Decrease

Just over 21 percent of all families with children and 20 percent of low-income families with children experi-
enced a drop in credit eligibility of at least $500 from year one to year two. A drop in the number of children
in the tax unit was associated with 65 percent of CTC decreases over $500. Among those 65 percent, about
half of families with CTC decreases of at least $500 had a child age out of CTC eligibility. Among low-income
families, income drops and reductions in the number of children contributed similarly to declines in credit
eligibility.

Year-over-year CTC Increase

Among families with children, 21 percent of all families became eligible for a credit of at least $500 higher in
the second year and 31 percent of low-income families saw the same. Just under half of credit increases were
driven by an increase in the number of qualifying children, and nearly a quarter by an increase in children
because of the birth or adoption of a child between years one and two. Among low-income families, credit
increases most often stemmed from an increase in income. This allowed families to either move further up
the phase-in of the credit or have additional tax liability that could be offset with the nonrefundable portion
of the CTC. Among low-income families, a smaller share of CTC increases was attributable to increases in the
number of children. For families with incomes too low to qualify for any CTC, an increase in children has no
effect on their credit.

Most families whose credit decreased did so by amounts between $1,000 and $2,000. About 9 percent of all
families and 8 percent of families with incomes below 200 percent of the federal poverty level in year one fell
by this amount (Figure 5). For families experiencing a credit increase, the majority (10 percent of all families)
had an increase of at least $2,000. This likely indicates a new child joining the tax unit.
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FIGURE 5. Year-to-Year Changes in Child Tax Credit Amounts for Families With
Children, 2018 Tax Law
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Source: Urban Institute TRIM3 model using data from Current Population Survey Outgoing Rotation Groups 2015-18.
Notes: Sample includes households with one dependent child under age 18 in either year. No change is defined as a change of less than $500.

Comparing changes in credit by race and marital status among families with children with income below
200 percent of the federal poverty level, we see few differences. In general, families with income below 200
percent of the federal poverty level are more likely to see their credit increase (31 percent) than decrease (20
percent). We observe greater volatility in credit amounts among families where the parent that responded to
the survey was between ages 35 and 50 (Figure 6).

FIGURE 6. Year-to-Year Changes in Child Tax Credit Amounts, 2018 Tax Law
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Source: Urban Institute TRIM3 model using data from Current Population Survey Outgoing Rotation Groups 2015-18.

Notes: Sample includes households with one dependent child under age 18 in either year with incomes below twice federal poverty level in the first year
observed. No change is defined as a change of less than $500. Marital status is shown only for those with same marital status in both years. Families with
marital status changes excluded due to small sample size.
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VII. Discussion

Refundable tax credits like the EITC and CTC provide substantial support to families with children. Low- and
moderate-income families often receive the credits as a single payment at tax time—but there is interest in
delivering credit through the year, building on the experience of a temporary expansion of the CTC in 2021.
But advancing credits is not without risk if families must pay them back if they end up receiving them errantly.

Our analysis estimates the size of year-over-year changes in the EITC and CTC to understand better
how feasible it might be to deliver a tax credit based on information from the prior year’s tax return. Credits
delivered in advance must be based on some information. If families or the IRS were to use information from
a current tax return to predict their next year’s credit, our analysis shows how often they are likely to make a
prediction within $500. Because credits are based on income, qualifying children (and in the case of the EITC
where they reside most of the year), and marital status, families (or the IRS) would need to guess at some fac-
tors. No administrative data exist with this information, though prior research has retrospectively examined
patterns of EITC participation by constructing panel datasets with tax return administrative data (Ackerman
et al. (2009); Dowd and Horowitz (2011)). In prior work, we explored using administrative data to determine
eligibility for credits and it was largely insufficient (Pergamit et al. (2014)). There are also shortcomings in the
survey data used in this analysis: unstable households that move addresses are least likely to remain in the
CPS sample. Consequently, our results could understate volatility in household arrangements, income, and
tax credits.

We are more concerned with credit changes for low-income families who likely would have more difficulty
paying back errantly delivered tax credits than high-income families. Moreover, they are likely to be harmed
more by not getting advance credits, and recent evidence following the monthly delivery of the CTC from July
to December 2021 suggests lower-income households are more interested in advance monthly payments than
others (Maag and Karpman (2022)).

Among low-income families with children, those with incomes below 200 percent of the federal poverty
level, 21 percent received no EITC in either the first or second year we observed them in national data, and 18
percent saw their EITC change by less than $500 from one year to the next. Advance credits could be designed
to not deliver the entire benefit in advance or limit the amount of errantly delivered credit that would need to
be repaid—though this would cost the government revenue. We find that 39 percent of low-income families
see their EITC drop by at least $500 and 22 percent see their EITC increase by at least $500 from one year to
the next. About 28 percent of low-income families saw their EITC drop from one year to the next because their
income increased (about 72 percent of all families that saw an EITC drop).

Among low-income families with children, we estimate 18 percent receive no CTC in either year—often
because they have no earnings or their children are over age 16, the oldest qualifying age for the credit. Another
30 percent see their CTC change by less than $500. About 20 percent of low-income families see their CTC
drop by at least $500 and the remaining 31 percent see their CTC increase by at least $500. The largest groups
that see credit changes are related to an increase in earnings. In the case of the CTC, 21 percent of low-income
families saw their CTC increase because their earnings increased (about two-thirds of the low-income families
that saw their CTC increase from one year to the next).

Families also see credits change because the number of children in the tax unit change or their marital
status changes. These changes are less common than income changes but still affect a significant group of
people. We estimate that 6 percent of all low-income families experienced a CTC increase because the num-
ber of children in the tax unit increased and almost 8 percent saw their CTC decrease because the number of
children in the tax unit decreased. About 10 percent of EITC changed because the number of children in the
household changed—divided evenly by EITC increases and decreases. Families that change from one year to
the next (through marriage, divorce, or change in the number of children) are likely to see credit changes of
at least $2,000.

Tax credits increasing and decreasing year over year introduces a source of income volatility among low-
income families that in some cases can be positive—family income jumps more than expected because tax
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credits are higher than expected. In other cases, it can present a negative shock as tax credits drop. Analysis
shows that these changes are often a surprise to families (T. Anderson et al. (2022)).

A. Implications of Volatility

Not all income volatility is experienced in the same way by families—and some is more predictable than oth-
ers. When income increases, which often happens at tax time when tax refunds are delivered, families have
new opportunities present. Families might invest in items such as a used car or childcare that can help with
increasing employment or might invest in a relatively large purchase like a refrigerator. Evidence also suggests
that families are more likely to go to the doctor following receipt of a tax refund (Hamad and Niedzwiecki
(2019)) and families with older children are more likely to enroll in school (Manoli and Turner (2018)). If ad-
vance credits are delivered throughout the year, presumably refunds would be smaller—but it also might be
the case that refunds could disappear altogether or families could unexpectedly owe taxes if too much credit
is delivered in advance.

When changes in tax credits are foreseeable because children are aging out of eligibility, the IRS, tax
preparers, and community organizations can work to educate taxpayers about coming changes. Trusted mes-
sengers, or third parties regarded as credible by families that face barriers to navigating the tax system, can
increase tax benefit participation and are well-situated to relay tax information throughout the year (Cox et
al. (2021); Airi et al. (2022); Godinez-Puig et al. (2022)). In some cases, families will know they are likely to
add another child either through birth or adoption. Other times, changes can be more difficult to predict, and
it's unlikely that families could be warned appropriately. It may be the case that custody of a child changes
abruptly and who lives together can also change. The IRS would know about these changes only if families or
third-party assistants were able to apprise the IRS of the changes, in which case advance credits that were be-
ing delivered could be stopped or started, as appropriate. In the recent experience with the IRS portal for the
expanded CTC, few families updated information through the portal (GAO (2022)).

Decreases in the credits are more concerning because that could put families in the vulnerable position
of needing to repay the IRS. In many cases, income swings that appear to be driving a lot of the year-over-
year changes we observe would not be predictable, absent new reporting requirements. And, as with family
changes, only if the IRS were notified quickly could advance payments be stopped to limit a family’s potential
liability.

VIII. Conclusion

Refundable tax credits provide an important source of income for families with low incomes. Determining
who can claim a child can be complicated by family structure and living arrangements. As the share of mar-
ried couples with only biological children declines and the share of children in shared custody arrangements
rises, filing a tax return can become more complex. Families must determine what tax unit a child should be
properly assigned to—and how that decision is made can have a dramatic impact on who will benefit from
the EITC and CTC. Importantly, the determination is made on an annual basis and only one family can get a
tax benefit for a given child—even when multiple families share custody of a child. Changes in the number of
children that a family can claim, income, and marital status (which can itself affect income) can all drive large
credit changes from one year to the next.

Most families experience year-over-year changes in their EITC or CTC of less than $500. When cal-
culating the EITC, this often happens because families are eligible for no credit in either year one or year
two. Among low-income families, those with income below twice the federal poverty level, 39 percent have a
change of less than $500 in their EITC, and about half have a change of less than $500 in their CTC. A virtually
identical share of families with no change in marital status or number of children have a change of less than
$500 in their EITC and 56 percent of these families have a change of less than $500 in their CTC.

Among low-income families with children, about 40 percent see their EITC decrease by more than $500
and 19 percent see their CTC decrease by more than $500. Most often, when families experience a drop in their
EITG, it is because their earnings increase. In some cases, this is because a single parent marries, bringing a
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new source of income into the tax unit. Conversely, a decrease in earnings is the most common reason for
an increase in the EITC (families are moving from beyond the phase-out or in the phase-out range to the
maximum credit range), which shows how the credit can mitigate a loss in income in some cases. When a low-
income family’s CTC increases, it often does so because of an increase in income rather than a change in the
number of children in the tax unit. This is because low-income families have their credit limited by their earn-
ings not being enough to access more credit—but very few will see earnings increase large enough to result in
the credit beginning to phase out.

Helping families understand how credits are calculated might help them predict when a credit will in-
crease or decrease. This is important because it could help families understand the financial position that they
will be in at tax time the following year. Understanding how credits change from year to year can also help
policy makers design advance credits that can be delivered without putting families at risk. For example, policy
makers can design provisions that protect a certain amount of credit from being clawed back at tax time if too
much credit has been delivered in advance.

Our research suggests that protecting about $500 of each advance credit would protect most families from
needing to repay credits at tax time. These protections would cover a smaller share of low-income families,
especially with respect to the EITC, which suggests that further measures are needed to protect low-income
families in particular. Otherwise, an advance credit based on last year’s tax return could result in a disruptive
tax bill. While steps might be available to mediate changes in credit stemming from changes in income (de-
pending on how soon they were reported), family changes present additional challenges.
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1. Introduction

There are three ways audits impact revenue collected by tax administrators. First, through adjustments, penal-
ties, and interest payments made during the audit process when correcting the taxpayers initial misreported
liability (audit yield). Second, through changes to future voluntary compliance of audited taxpayers where the
audit influences the subsequent reported liabilities (direct deterrent effect). Third, through spillover effects on
non-audited taxpayers whose reported liabilities are influenced in part by their expected probability of an au-
dit, based on their observation of the tax administration’s activities (indirect deterrent effect). Tax administra-
tors have precise information about audit yields; however, less is known about the direct and indirect deter-
rent effects. Moreover, even though there is extensive literature on tax evasion,' the literature on behavioural
changes of taxpayers is limited (Advani et al. (2019); Beer et al. (2015); Gemmell and Ratto (2012)).

Activities like audits are commonly used by tax administrators to increase tax compliance. Without these
strategies, taxpayer contributions would be expected to be limited in the absence of strong altruistic motiva-
tions. We know—as do rational taxpayers—that it is not financially possible to pursue every taxpayer who is
noncompliant because of audit costs. So, the payoft for noncompliance is an expected value—the payoft mul-
tiplied by the probability of not being caught. The more credible the threat of an audit, the lower the payoff for
noncompliance, making it more beneficial to comply with the tax system (Bergolo et al. (2020)).

In this paper, we estimate the direct deterrent effect of Random Enquiry Program (REP) audits on tax
returns, performed by the Australian Taxation Office (ATO) in 2015, 2016, and 2017. The audits include tax-
payers from the individuals not in business (INIB); small business—individuals in business (SB-IIB); and small
business—small company (SB-SC) population types. The estimate can be used to determine the intertemporal
benefits (costs) of audits, potentially influencing the number of audits being allocated to certain populations
and/or to audits in general. Estimates of the indirect deterrent effect are beyond the scope of this study.

One recommendation we adopt from Gemmell and Ratto (2012) is to separately test the responses of the
so called “compliant” and “noncompliant” taxpayers.” This enables us to see the heterogenous treatment ef-
fects without allowing them to cancel each other out. As a point of difference during the estimation phase, we
use the Poisson Pseudo Maximum Likelihood (PPML) estimator rather than ordinary least squares (OLS).
We believe that the PPML estimator has two distinct advantages: (1) it removes the need to alter zero-inflated
datasets® and (2) the results do not rely on the normal distribution assumption (Bellego et al. (2021)).

While we find that the audits change voluntary compliance, the results depend on the population type
of the taxpayer, and if the audit finds them to be compliant or noncompliant. For instance, we find that the
noncompliant taxpayers in the INIB population have a negative direct deterrent effect. In contrast, we find
that the noncompliant taxpayers in the SB-IIB and SB-SC populations have a positive direct deterrent effect.

! For instance, the tax gap estimates provided by the Australian Taxation Office.

% Being noncompliant hinges upon an error being detected during the audit process.

* For example, in Gemmell and Ratto (2012), all the observations where y, = 0 is removed.

* That is to say that they report lower liabilities in the post-audit years than the control group.
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Seventy-eight percent of taxpayers in the INIB population are noncompliant, so obtaining statistically sig-
nificant estimates for the compliant taxpayers in this population are not possible. The compliant taxpayers in
the SB-IIB (SB-SC) population have a positive (negative) direct deterrent effect. The largest (smallest) overall
audit yield is found in the SB-IIB (INIB) population. The audit treatment effects appear to remain steady for
all population types. There is no indication of returning to the levels displayed by their control groups over the
multiple years following the audit allocation date,” which were covered by the study.

Our future research will involve extending the analysis by using 2018 audits on income tax returns from
the REP. In addition, possibly incorporating the risk-based audits from the operational data to see if the risk-
based audits produce different results. Estimating the indirect deterrent effect may also happen at some point
in the future. The remainder of the paper is organised as follows: Section 2 describes the data and discusses
who is considered noncompliant; Section 3 explains the empirical methodology; Section 4 presents the results
by considering what the estimated intertemporal benefits (costs) of audits imply to the current compliance
activities undertaken by the ATO; and Section 5 concludes the paper.

2. Data

The REP involves auditing the returns of randomly selected taxpayers from the INIB, SB-IIB and SB-SC popu-
lations. For this study, there are three REP datasets available,® separated by the financial year of the taxpayers’
net tax amount’ under investigation. Each dataset is analysed individually, but we also provide a pooled esti-
mate. The data only includes taxpayers that are contacted by the ATO, using allocation date as a proxy for the
date the taxpayers are contacted. Due to internal profiling, some taxpayers are not contacted by the ATO, and
as a result, are not included in this study (see below for more details about internal profiling).

For each dataset, using the same sampling approach, we randomly select a control group that is approxi-
mately ten times larger than the treated. We check that the control groups do not include any taxpayers that
are contacted by the ATO for other reasons during the period of the study. A Wilcoxon rank-sum test is then
applied to confirm that the net tax amounts of the treated and control groups are similar in the pre-audited
periods. If the Wilcoxon rank-sum test fails, a new control group is selected until the test passes. so that the
treated and control groups are comparable. Once the taxpayers are comparable, we acquire the net tax amount
for each taxpayer between the financial years of 2011-2020. We ensure that our analysis only focuses on vol-
untary compliance. For instance, we remove the 2015 net tax amount for taxpayers that are a part of the 2015
sample. This applies to taxpayers in the treated and control groups.

The INIB population consists of taxpayers with no business connection. They are typically individual enti-
ties other than those identified as being in or linked to small business, high wealth or wealthy Australians or
recipients of passive or personal services income (PSI). The small business population focuses on small busi-
nesses, SB-IIB being individuals and SB-SC being companies. The individuals in the small business population
include taxpayers with (i) turnover less than $10 million (ii) exclusive connections to small businesses with
aggregated turnover less than $10 million, (iii) links to small business entities in the capacity of being a share-
holder, director, trustee or partner, and (iv) PSI recipients. The companies in the small business population
have an aggregated turnover less than $10 million and are not controlled by high wealth groups (being groups
with net assets greater than $50 million with an ownership level greater than 40%).

The taxpayers in the REP are subject to internal profiling when they are selected. To minimise the burden
on taxpayers, where income can be matched to a third-party dataset on the ATO system and the amounts
that cannot be verified are immaterial, these returns are not investigated further. Such taxpayers are accepted
as having no (or immaterial) tax adjustments. The remainder of the taxpayers in REP are then escalated to a
review to determine material amounts that could not be verified. The review covers, but may not be limited to:

*  Allocation date refers to the date when the taxpayer is allocated to an auditor to commence the case.
® 2015,2016 and 2017.

7 Net tax amount is tax on taxable income plus Medicare levy minus non-refundable offsets.
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« Compliance history of the taxpayer;

o Recent financial performance of the business;

o Comparisons of declared income and expenditure;

« Checking merchant activity for credit card sales;

o Comparison with industry benchmarks;

o ATO risk flags; and

o Property ownership.

As well as reviewing the affairs of the taxpayers, any directly associated individuals and entities are also
reviewed. These associates may include:

o Spouse and family members;

o Partners and partnerships;

o Companies, directors and shareholders; or

o Trusts.

Where issues are found, taxpayers are taken to the next stage, which is an audit. Only the taxpayers that
are escalated to an audit are included in this study as there is no taxpayer contact during the review stage. We
would expect the behaviour of the verified and reviewed taxpayers to be no different than the control group.
Approximately 17% of the INIB, 46% of SB-IIB and 23% of the SB-SC populations are removed from REP

samples. Leaving behind 1,351 audits for the INIB, 466 audits for the SB-IIB, and 948 audits for the SB-SC
populations. Figure 1 provides a breakdown across the three financial years.

FIGURE 1. REP Sample Size
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Financial Year 2015 is the first time the REP took place, so the sample size is a little smaller. Sample size be-
tween INIB and small business (SB-IIB+SB-SC) is comparable over time; though, one thing to note is that the
small business population contains more companies than individuals. The size of the datasets is capped due to
resources allocated to the REP, even though it would be beneficial to have more treated observations for this
study. In terms of noncompliance, individuals seem to perform worse than companies. The INIB population is
approximately 78% noncompliant. Companies, on the other hand, seem to conform a lot better with their tax
obligations, never exceeding 30% in noncompliance, which can be observed from Figure 2.
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FIGURE 2. Noncompliance as a Percentage of REP Sample Size

0.9

0.8 - T—
0.7
0.6
0.5
0.4

0.3 B
0 M_./

0.1

0.0
2015 2016 2017

=@==]]B =@=INIB =COY

As expected, the audit yields are lower for the INIB population than for small businesses. The average
audit yield for INIB is equal to $1,071 in 2015, $1,098 in 2016 and $881 in 2017. If we use the pooled dataset, the
average audit yield for INIB equals $1,018. The average audit yield for SB-IIB is equal to $3,914 in 2015, $2,001
in 2016 and $12,253 in 2017. If we use the pooled dataset, the average audit yield for SB-IIB equals $6,936. The
average audit yield for SB-SC is equal to $900 in 2015, $2,705 in 2016 and $4,129 in 2017. If we use the pooled
dataset, the average audit yield for SB-SC equals $2,433. It is also apparent from Table 1 that the audit yields are
not enough to cover the costs of running the REP.

TABLE 1. Average Audit Yield

AVERAGE 2015 2016 2017 POOLED
INIB $1,071 $1,098 $881 $1,018
SB-IIB $3,914 $2,001 $12,253 $6,936
SB-SC $900 $2,705 $4,129 $2,433
REP AVERAGE $1,962 $1,935 $5,754 $3,462

3. Empirical Methodology

Tax administration research frequently uses positively skewed datasets where the dependent variable equals
zero on a regular basis. Under these circumstances, using OLS for statistical inference is not appropriate, due
to the violation of the normality assumption. The common solution is to use a log-transformed dependent
variable. However, logging the dependent variable is not ideal due to Jenny’s inequality. Jenny’s inequality im-
plies that E(In(y) )#InE(y), so retransforming the log terms will result in a biased estimate (Motta (2019)). This
estimate will then need to be adjusted for heteroscedasticity.

Another major issue with logging the dependent variable is the inability to log zeros. If we decide to take
this approach, we need to add a positive constant to all the observations where the dependent variable equals
zero or delete them altogether like Gemmell and Ratto (2012). However, removing the zeros or giving them a
small positive value can worsen the heteroscedasticity (Motta (2019)). Moreover, the size of the positive con-
stant will depend on the data at hand, adding the smallest possible value (for example, the value of 1) is not the
least harmful choice. Bellego et al. (2021) show that the best value for the positive constant is not necessarily
small, nor equal to 1, contrary to common belief.

Using the PPML estimator is a better alternative to correcting the bias of a log-transformed dependent
variable because it can handle observations where the dependent variable equals zero (Silva and Tenreyro
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(2006); Correia et al. (2019)). This estimator is popular because the only condition required for consistency is
the correct specification of the conditional mean. Therefore, the data does not need to have a Poisson distribu-
tion, nor does the dependent variable need to be an integer (Gourieroux et al. (1984)). Although, with continu-
ous variables, the assumption that the conditional mean equals the conditional variance is unlikely to hold.
For this reason, the standard errors need to be based on the Eicker- Huber-White robust covariance estimator.

To measure the change in voluntary compliance of audited taxpayers, we use a difference in differences
(DID) model. We begin by subtracting the pre-audit net tax amount from the post-audit for treated taxpay-
ers.® We denote this difference d; . Any difference in d; can be a result of the REP, but also other possible events.
To account for this, we repeat the same process for the control group. We denote this difference d,. Subtracting
d, from d; produces the standard DID model and it can be estimated using the following regression:

yir:ﬁ0+/31 DPasrAudir+ﬁ2 DTreared+/33 DPasrAudirXDTreared+ et’

where y, is the net tax amount for taxpayer ,in year ¢, D
tions D,

T

postauaie 1S @ dummy variable for the post-audit observa-
wuteq 18 @ dummy variable for the treated taxpayers, and e is a random error term.

The interpretation of the coeflicients is as follows: 3, equals the average pre-audit and f,+f; equals the
average post-audit net tax amounts for the control group. B +f3, equals the average pre-audit and 8 +,+f,+8,
equals the average post-audit net tax amounts for treated taxpayers. 35 is the DID parameter that quantifies
the impact of the audit.

In Gemmell and Ratto (2012), a modified version of the DID model is specified. The purpose of the speci-
fication is to avoid combining the positive and negative impacts of audits. If we do not separately test the
responses of compliant and noncompliant taxpayers, there is a chance that we incorrectly conclude that audits
do not impact taxpayer behaviour. The REP does keep records of other personal information. However, due
to the small sample size, it is not possible to include them in the DID regression. Other than year, population
type, and taxpayer compliance, we could not control for any other taxpayer characteristics. The version of the
DID model we use in this study is specified below:

yit:ﬁ0+ﬁ1 DPastAudit+/32 DPastAuditXDCompliant+ﬂ3 DPostAudit DNonCampliunt+8i+et

withnotationasdescribedbeforeandwhereD . isadummyvariable for the compliant taxpayers,D

is a dummy variable for the noncompliant taxpayers, d, are individual fixed effects.

NonCompliant

Interpretation of the coefficients is as follows: o+ equals the average post-audit net tax amount for the
control group. B,+f, + B, equals the average post-audit net tax amount for the compliant taxpayers. 8 +8,+8,
equals the average post-audit net tax amount for the noncompliant taxpayers. 3, () is the DID parameter that
quantifies the impact of the audit on compliant (noncompliant) taxpayers.

One thing to note is that when the model does not separate taxpayers based on their compliance, we do
not need to control for unobservable characteristics, as random sampling ensures that there are no systematic
differences across the groups. However, when we run the DID model where the treated taxpayers are divided
into subgroups, we need to run the PPML estimator with individual fixed effects. This is to allow for the pos-
sibility that there are systematic differences across the groups. As long as these differences stay consistent
(fixed) between the time periods of interest, the individual fixed effects (J,) coefficient will control for these
differences, even if they are unobservable.

4. Results

Each subsection below provides a detailed breakdown of the direct deterrent effect for a specific population
arranged by financial year. We obtain these results using reliable audit data sourced from the ATO. We employ
the industry standard during the estimation phase, that being the PPML estimator (following the advice of
Jeffery Wooldridge and many other academics). The model we use has no impact on the direction of the direct

8 For instance, for the taxpayers that are a part of the 2015 financial year, we subtract their 2011-14 net tax amount from their 2016-20.
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deterrent effect, which we confirm by comparing the results to the standard DID model that can be computed
without the need of a regression. We report each financial year independently, but we base our final conclu-
sions on the coeflicients acquired from the pooled estimates for the reason that they have more observations
and combining the financial years do not seem to violate any of the assumptions of the model. The coefficients
in the tables are in percentage form, and to compute the wider revenue effects (WRE), we multiply these coef-
ficients by the average pre-audit net tax amounts of the population.

i. Individuals Not in Business

Table 2 presents the results for the INIB population. Recall from Section 2 that the average audit yield is
equal to $1,071 in 2015, $1,098 in 2016 and $881 in 2017. If we use the pooled dataset, the average audit
yield equals$1,018. The average direct deterrent effect for noncompliant taxpayers is equal to $1,043 in 2015,
-$2,740in 2016, and $543 in 2017. If we use the pooled dataset, the average direct deterrent effect for noncom-
pliant taxpayers is -$475. Due to the small sample size, we are unable to provide a reliable estimate of the direct
deterrent effect for compliant taxpayers. The audit treatment effects seem to remain strong over the period of
the study, with no indication of returning to the levels displayed by their control groups.

The INIB population has the smallest overall audit yield with a negative direct deterrent effect for non-
compliant taxpayers. Compliant taxpayers seem to be rare in this population (22% of the sample). The results
suggest that the intertemporal benefits of the audits depend heavily on the indirect deterrent effect, as vol-
untary compliance of audited taxpayers appear to deteriorate in the post-audit years. Note that the low WRE
amounts become much larger when multiplied by the number of audited taxpayers and the years they lodge
post-audit. The audits allocated to this population should be predominantly random given the low probability
of finding large amendments (small audit yields). For this population, the use of information and edu- cational
strategies may also be more cost-effective in changing the taxpayers’ perceived probability of an audit than
running actual audits.

TABLE 2. Results for Individuals Not in Business

WREPPML COEFFICENTS P-VALUE

POST-AUDIT - 0.287 0.000

2015 POST-AUDIT*COMPLIANT - 0.050 0.792
POST-AUDIT*NONCOMPLIANT $1.043 0.079 0.008
POST-AUDIT - 0.309 0.000

2016 POST-AUDIT*COMPLIANT - 0.177 0.249
POST-AUDIT*NONCOMPLIANT -$2.740 -0.189 0.000
POST-AUDIT - 0.322 0.000

2017 POST-AUDIT*COMPLIANT - -0.160 0.199
POST-AUDIT*NONCOMPLIANT $543 0.045 0.054
POST-AUDIT - 0.307 0.000

POOLED POST-AUDIT*COMPLIANT - -0.006 0.942
POST-AUDIT*NONCOMPLIANT -$475 -0.036 0.073

ii. Small Business-Individuals in Business

Table 3 presents the results for the SB-IIB population. Recall from Section 2 that the average audit yield is equal
to $3,914 in 2015, $2,001 in 2016 and $12,253 in 2017. If we use the pooled dataset, the average audit yield
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equals $6,936. In 2016, the average direct deterrent effect for compliant taxpayers equals -$2,720. As for 2015
and 2017, we are not able provide reliable estimates. If we use the pooled dataset, the average direct deterrent
effect for compliant taxpayers equals -$1,898. The average direct deterrent effect for noncompliant taxpayers
is equal to $3,077 in 2015 and $5,554 in 2016. We are not able to provide a reliable estimate for 2017. If we
use the pooled dataset, the average direct deterrent effect for noncompliant taxpayers equals $2,616. The audit
treatment ef- fects seem to remain strong over the period of the study, with no indication of returning to the
levels displayed by their control groups.

The SB-IIB population has the largest overall audit yield with the direct deterrent effect depending on the
compliance of the treated population. Voluntary compliance of compliant taxpayers deteriorates, while non-
compliant taxpayers improve. Audits in this population should be mainly risk-based for two reasons: (1) it is
likely to uncover large amendments if the selection model is developed correctly; and (2) to avoid the risk of
randomly choosing compliant taxpayers that can worsen voluntary compliance. The intertemporal benefits of
audits have the potential to be large for this population, provided that the treated include a large percentage of
noncompliant taxpayers.

TABLE 3. Results for Small Business-Individuals in Business

WREPPML COEFFICENTS P-VALUE

POST-AUDIT - 0.264 0.000

2015 POST-AUDIT*COMPLIANT - -0.118 0.408
POST-AUDIT*NONCOMPLIANT $3.077 0.292 0.016
POST-AUDIT - 0.217 0.000

2016 POST-AUDIT*COMPLIANT -$2.720 -0.193 0.019
POST-AUDIT*NONCOMPLIANT $5.554 0.394 0.000
POST-AUDIT - 0.269 0.000

2017 POST-AUDIT*COMPLIANT - -0.094 0.224
POST-AUDIT*NONCOMPLIANT - 0.032 0.723
POST-AUDIT - 0.248 0.000

POOLED POST-AUDIT*COMPLIANT -$1.898 -0.148 0.007
POST-AUDIT*NONCOMPLIANT $2.616 0.204 0.002

iii. Small Company

Table 4 presents the results for the SB-SC population. Recall from Section 2 that the average audit yield is equal
to $900 in 2015, $2,705 in 2016 and $4,129 in 2017. If we use the pooled dataset, the average audit yield equals
$2,433. The average direct deterrent effect for compliant taxpayers is equal to $3,742 in 2015, $4,981 in 2016 and
$5,529 in 2017. If we use the pooled dataset, the average direct deterrent effect for compliant taxpayers equals
$4,848. In 2016, the average direct deterrent effect for noncompliant taxpayers equals $18,130. As for 2015 and
2017, we are not able provide reliable estimates. If we use the pooled dataset, the average direct deterrent effect
for noncompliant taxpayers equals $5,955. The audit treatment effects seem to remain strong over the period
of the study, with no indication of returning to the levels displayed by their control groups.

In the small business population, SB-SCs provide a lower overall audit yield than SB-IIBs. Given the costs
of running audits on companies, this is not a favourable result; especially if we want to increase audits on SB-
SC taxpayers. However, the positive direct deterrent effect more than makes up for the lower audit yield. The
SB-SC population displays the largest improvement in voluntary compliance following audits. Both compliant
and noncompliant taxpayers have large positive treatment effects. Audits allocated to this population can be
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random if preferred, as there seems to be no risk of worsening voluntary compliance due to poor selection.
Although, there is no valid reason to believe that risk-based audits would perform differently.

TABLE 4. Results for Small Business-Small Company

WREPPML COEFFICENTS P-VALUE

POST-AUDIT - 0.164 0.000

2015 POST-AUDIT*COMPLIANT $3.742 0.189 0.100
POST-AUDIT*NONCOMPLIANT - 0.001 0.995
POST-AUDIT - 0.120 0.000

2016 POST-AUDIT*COMPLIANT $4.981 0.200 0.023
POST-AUDIT*NONCOMPLIANT $18.130 0.728 0.004
POST-AUDIT - 0.185 0.000

2017 POST-AUDIT*COMPLIANT $5.529 0.195 0.008
POST-AUDIT*NONCOMPLIANT - 0.056 0.651
POST-AUDIT - 0.154 0.000

POOLED POST-AUDIT*COMPLIANT $4.848 0.197 0.000
POST-AUDIT*NONCOMPLIANT $5.955 0.242 0.039

5. Conclusion

This paper shows that audits on income tax returns in the REP conducted by the ATO alters taxpayers’ percep-
tions of the probability of being audited. This in turn, for better or worse, changes the future voluntary compli-
ance of taxpayers depending on the type (compliant or noncompliant) and which population (INIB, SB-IIB or
SB-SC) from which they are chosen. Understanding the direct deterrent effects of audits is important because
it quantifies the intertemporal benefits (costs), which subsequently helps the ATO make better decisions when
choosing between different compliance activities, and how to allocate resources across different populations.

By comparing the treated and untreated taxpayers from the INIB, SB-IIB, and SB-SC populations, we es-
timate the change in voluntary compliance that occurs in the periods immediately after a taxpayer is audited.
The results highlight the fact that audits influence future taxpayer behaviour, and that separate population
types respond to them differently. It also underlines the importance of separating the responses of compliant
and noncompliant taxpayers. We find that noncompliant taxpayers in the INIB population have a negative
direct deterrent effect. In comparison, we find that noncompliant taxpayers in the SB-IIB and SB-SC popula-
tions have a positive direct deterrent effect. Due to the small sample size, we are not able to obtain statistically
significant estimates for compliant taxpayers in the INIB population. We find that compliant taxpayers in the
SB-IIB (SB-SC) population have a negative (positive) direct deterrent effect. All the audit treatment effects
seem to remain steady during the period covered by the study. The indirect deterrent effect is beyond the scope
of this paper.

The INIB (SB-IIB) population has the smallest (largest) overall audit yield. For the INIB population, in-
formation and educational strategies may be more suitable than running actual audits. Audits allocated to this
population should be predominantly random, as the intertemporal benefits of audits will rely heavily on the
spillover effects on non-audited taxpayers. As for the SB-IIB population, audits should be mainly risk-based
to uncover the large, misreported liabilities in the population, and to avoid the risk of randomly choosing
compliant taxpayers to worsen voluntary compliance. The audits allocated to the SB-SC population can be
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random or risk-based, as there seems to be no risk of worsening voluntary compliance due to poor selection.
Both compliant and noncompliant taxpayers have large positive treatment effects.

Lastly, instead of truncating the datasets by removing all the observations where the dependent variable
equals zero or trying to correct for the biasedness of a log-transformed dependent variable, we use a PPML
estimator which can better handle the observations where the dependent variable equals zero. Our upcoming
research will involve incorporating the 2018 REP dataset to this study. In addition, we may attempt to test the
risk-based audits to see if they change the results. Developing a model that can estimate the indirect deterrent
effect is also on the agenda.
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The Long-Term Impact of Audits on
Nonfiling Taxpayers'

India Lindsay, Jess Grana, and Alexander McGlothlin (MITRE), Alan Plumley (IRS, RAAS)

1. Introduction

Based on current estimates, nonfiling taxpayers contribute 9%, or $32 billion, towards the individual income
tax gap (IRS (2022)). In recent years, there has been an increase in the number of potential nonfiler cases and a
simultaneous decline in resources allocated to audit these taxpayers. The resulting decline in audit rate is cor-
related with a loss of direct revenue from nonfiler audits (the assessed taxed owed, interest, and penalties from
audited taxpayers). However, little is known about the long-term or indirect effect of audits on this group of
taxpayers and whether consistent declines in audits have resulted in lower voluntary compliance. This paper
considers nonfiling taxpayers with at least $100,000 in reported income and estimates the indirect effect of
Field (in-person) audits on their future filing behavior.

The IRS Small Business/Self Employed (SBSE) division conducts audits of nonfiling taxpayers. These in-
person audits are comprehensive and likely to leave a lasting impression on audited taxpayers that may alter
their future compliance behavior. We use administrative data from the IRS for Tax Years (TYs) 2009-2014 on
audited nonfiling taxpayers to compare their behavior over time to a group of eligible-but-unaudited taxpayers.

This research will enhance the IRS’s ability to efficiently allocate audit resources, inform policymakers of
the impact of the IRS’s efforts to promote compliance, and contribute towards the literature on tax policy by
highlighting the factors influencing the filing behavior of nonfilers. This is ongoing work. In addition to the
impact of audits on filing behavior, future work is planned to evaluate the impact on reported total tax. The
paper is organized as follows: Section 2 summarizes the relevant literature, Section 3 describes the audit selec-
tion process for nonfiler Field audits, Section 4 describes our data, Section 5 lays out the estimation approach,
Section 6 presents results, and Section 7 concludes.

2. Literature Review

The literature on nonfilers primarily seeks to understand nonenforcement-related determinants of filing, such
as a taxpayer’s employment situation and demographic characteristics. Most of the literature studies the gen-
eral nonfiling population and does not focus specifically on taxpayers earning more than $100,000, who typi-
cally have more complex tax situations than the median earning taxpayer, but a clear requirement to file a
tax return. Further, to our knowledge, only three papers in the nonfiler literature evaluate the effect of past
enforcement on future filing behavior.

2.1 Determinants of Nonfiling

For this study, we define nonfilers as taxpayers with a filing obligation who fail to file a return. Prior studies
find that taxpayers with more easily concealed income are more likely to be nonfilers (Erard and Ho (2001)).
For example, taxpayers with Schedule C business income and those employed in certain occupations (such
as mechanics and helpers) were the least likely to file. Taxpayers working in industries such as construction,
extraction, and production were the most likely to file. The authors find that nonfiling behavior is persistent;
those who fail to file tend to continue to do so, and vice versa.

! Approved for Public Release; Distribution Unlimited. Public Release Case Number 23-2728. This paper was produced for the U. S. government under Contract
Number TIRNO-99-D-00005, and is subject to Federal Acquisition Regulation Clause 52.227-14, Rights in Data—General, Alt. II, III and IV (DEC 2007)
[Reference 27.409(a)]. No other use other than that granted to the U. S. government, or to those acting on behalf of the U. S. government under that Clause is
authorized without the express written permission of The MITRE Corporation. = ©2023 The MITRE Corporation.
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The persistence of nonfiling behavior also extends to the timeliness of filing. Erard et al. (2020) find that
individuals who file in the prior year are 45 percentage points more likely to file in a timely manner the next
year than those who do not. Certain demographic characteristics, such as older age and higher income, are
associated with timely filing, while taxpayers with a higher filing burden, who are married, and who have in-
come near the filing threshold are less likely to file on time. Furthermore, they find that taxpayers eligible for
refundable credits are more likely to file and that there is regional variation in filing compliance.

The literature on nonfiling behavior identifies additional determinants of filing behavior: whether the
taxpayer lives in a state that taxes individual income, the number of third-party forms reported to the IRS for
the taxpayer, and their number of dependents. Other literature points to more abstract determinants of fil-
ing, such as a taxpayer’s perception of government and sense of moral duty (Santoro et al. (2020); Gangl et al.
(2015); Robson et al. (2020)).

2.1.1 Higher Earning Nonfilers

Erard et al. (2022) model higher earning taxpayers separately and find that taxpayers with investment, retire-
ment, and self-employment income are less likely to file than those with wage income alone. Langetieg et al.
(2017) reach a similar conclusion. Erard et al. (2022) also identify persistence in the filing behavior of higher-
earning nonfilers, like the general nonfiler population.

2.2 Indirect Effects of Enforcement

To our knowledge, only three studies exist on the indirect effects of enforcement on nonfilers. One study,
conducted in collaboration with the Bank of Greece, estimates the direct and indirect effects of audits of high
wealth individuals and nonfilers (Tagkalakis (2014)). The paper finds that a 1% increase in the number of audits
increases direct revenue by 0.4% and indirect revenue by 0.1%. A drawback of this paper is that the authors
lack access to return-level data so can conduct their analysis only at the aggregate level.

Datta et al. (2015) estimate the effect of certain IRS enforcement activities on future filing behavior by
evaluating nonfiler cases treated by the Automated Substitute for Return (ASFR) program. Compared to Field
audits of nonfilers, ASFR handles a much larger volume of cases and works cases with simpler returns and a
lower balance due. Datta et al. (2015) find that ASFR treatment increases the likelihood of filing by 11, 21, and
27 percentage points in the 2 through 4 years post treatment. They also cite past compliance behavior as an
important predictor of future compliance.

Herlache et al. (2019) consider the impact of various mailed reminder-to-file notices on nonfilers” prior-
year noncompliance and future filing behavior, from TYs 2016—2018. This research observes a 6.7% increase in
filing of past noncompliant returns from TY 2016, a 4.6% increase in filing of returns for TY 2017, and a 4.1%
increase in filing of returns for TY 2018. The impact of treatment on filing behavior was stronger for nonfilers
(taxpayers exhibiting continuous nonfiling behavior) compared to stopfilers (compliant taxpayers predicted to
be at risk of becoming a nonfiler in future years).

Overall, there is a gap in the literature analyzing both the behavior of higher-earning nonfilers and the role
of IRS enforcement on filing behavior. In fact, Langetieg et al. (2017) cite the need for a longitudinal study of
filing behavior using individual level IRS data. This research aims to begin to fill this gap.

3. Background on Audit Selection

In-person audits on nonfilers are conducted by either tax compliance officers or revenue agents who work in
the SBSE division at the IRS. The Individual Master File (IMF) Case Creation Nonfiler Identification Process
(CCNIP) is the selection process for identifying the majority of nonfiling taxpayers eligible for SBSE Field au-
dit. Nonfilers may also be selected for audit via alternate processes, such as referral programs. For this research,
the CCNIP selection process was obtained through interviews with SBSE officials.

First, the Information Returns Program (IRP) compiles reported income information from third par-
ties for all taxpayers. Forms reported by third parties include wages, tips, and other compensation paid to
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employees and reported to the IRS by their employers, in addition to forms furnished to the IRS from other
entities, such as banks, and other financial institutions. This IRP information is combined with available infor-
mation from taxpayers prior tax returns to estimate total income.

If a taxpayer is identified to likely have a tax liability yet has not voluntarily filed a return, the Return
Delinquency Program may initiate the process of notifying the taxpayer. Up to two notices may be sent to
the nonfiling taxpayer, informing them of their delinquency in filing and requesting their tax return. If the
taxpayer responds to either of these letters, their return may be accepted as filed or their case is assigned to an
auditor to verify information. Taxpayers who remain as nonfilers are grouped into the Taxpayer Delinquency
Investigations (TDI) inventory. The IRS applies screening criteria and may distribute TDI taxpayers, based on
specific taxpayer and tax return characteristics, to one of three enforcement functions: ASFR, Collection, or
Field audit. To be eligible for Field audit, taxpayers typically must have an estimated tax liability above an IRS-
specified threshold and total reported income typically exceeding $100,000.

The SBSE Field office receives the lists of eligible TDI cases, estimates everyone’s tax liability, and assigns
a priority score. The priority score is a function of the taxpayers’ estimated balance due and the likelihood of
securing the balance due. Cases are assigned codes specific to the type of audit required, sorted by region, and
ranked by priority. Top priority cases are sent to regional field offices and assigned to tax auditors according to
each region’s workplan and available resources. In addition to auditing nonfiling TDI cases, Field audits may
be conducted on returns that are filed in response to delinquency notices and meet selection criteria.

4. Data

4.1 Sample Construction

This study uses taxpayer and audit record data obtained from the IRS Compliance Data Warehouse (CDW) us-
ing primary Taxpayer Identification Numbers. The treatment group consists of nonfiling taxpayers in the TDI
Lists workstream who were subject to audits between TYs 2009 to 2014 and is compared to a control group
that consists of taxpayers who were not audited but were in the TDI Lists workstream during the same period.
Each taxpayer is assigned a “baseline year” that is defined as the tax year the taxpayer entered the sample, ei-
ther because they were audited in that tax year (treatment group) or because they were eligible-but-unaudited
in that tax year (control group). We analyze these taxpayers’ tax reporting behavior 5 years before this baseline
year through 8 years after, creating a dataset measuring taxpayer behavior from 2004-2022.

4.1.1 Treatment Group

The treatment group consists of all nonfiling taxpayers audited from the TDI Lists workstream during the
baseline period (T'Ys 2009-2014). Data on taxpayers audited from TDI Lists were obtained from IRS audit
record data. We include the primary returns selected for audit in each tax year and exclude “pickups”—returns
from the same taxpayer for other tax years that were audited because of the primary audit.

4.1.2 Control Group

The control group includes unaudited nonfilers identified by CCNIP during TYs 2009—2014. Taxpayer data
were extracted from the CCNIP database using queries designed to replicate the SBSE screening criteria for
this population. We verified income, tax due, and filing status to ensure taxpayers met the primary selection
criteria. The control group excludes taxpayers who filed late, were secondary filers, or who filed in response to
a delinquency notice in the baseline year.

4.1.3 Sample Cleaning

Among audited taxpayers, we drop those with missing or unmatched audit record data. We also remove tax-
payers who were selected for audit outside of the CCNIP process (such as the State Audit Reporting Program
and various referral programs). Because we exclusively source the control group from CCNIP, we do so for the
treatment group as well. Our sample contained audited taxpayers that had a baseline year tax return on file.
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These individuals either filed a Form 1040 for the tax year of the audit prior to audit start or filed in response
to delinquency notices. Regardless of late filing, these individuals may still have been audited by the nonfiling
Field audit group if their return met selection criteria. These individuals are dropped from the sample.

Among the control group, taxpayers with audits in the 6 years before and after baseline are dropped from
the sample so we estimate the impact of the baseline audit only. We also remove any taxpayers in the control
group that were identified by CCNIP but later deemed not to have a tax liability.

For both the treatment and control groups, taxpayers are removed from the sample if they died within 8
years of their baseline year. During the 20092014 period, some taxpayers were candidates for audit in mul-
tiple baseline years. To assign each taxpayer only one baseline year, we applied de-duplication rules. Taxpayers
audited more than once are assigned their first audit year as their baseline year. Taxpayers considered eligible
more than once (but never audited during our baseline period) are also assigned their first eligible year as their
baseline year. Taxpayers appearing in both the treatment and control group during this period are assigned to
the treatment group with their first audit year as their baseline year.

4.2 Dependent Variable

Our model’s dependent variable is fact of filing, a binary variable that equals 1 if the taxpayer files a return and
0 otherwise. This variable is created for each taxpayer in our sample for the 5 years preceding their baseline
year to the 8 years following. For baseline years, all taxpayers in our sample have a fact of filing equal to 0, by
definition. We construct fact of filing for off-baseline years by consolidating filing information on a taxpayer
from the Information Returns Transaction File (IRTF). For a given tax year, a taxpayer is considered to have
filed if they filed a Form 1040 (timely or late), is listed as a secondary filer on another taxpayer’s Form 1040, is
selected for a nonfiling audit but is later deemed to not have a tax liability, or is selected for a nonfiling audit
but filed prior to the audit.

A taxpayer has fact of filing set to 0 if they are a known nonfiler or a “ghost.” In the context of this study,
the term nonfiler refers to a taxpayer who was identified by CCNIP as having a tax liability but did not volun-
tarily file a return. The term nonfiler includes nonfiling taxpayers experiencing a nonfiler audit or some other
treatment by an IRS nonfiler program. Though these individuals may file in response to treatment, their fact
of filing is not voluntary. A “ghost” refers to a taxpayer who did not file and is not a known nonfiler for a given
tax year. A taxpayer could become a ghost via two mechanisms:

1. The taxpayer does not have enough income to have an income tax liability. This could occur if a taxpayer
suddenly becomes unemployed and has no income. If the taxpayer had no income to report to the IRS
(either by themselves or by third parties), they would not appear in IRS records.

2. The taxpayer has income but does not report the income and it is not covered by third-party reporting.
This could occur if a taxpayer is self-employed, and the IRS does not have a means of verifying a tax
liability in advance of an audit.

Since taxpayers in either case would not be in IRS records, we cannot distinguish between the first case
(no tax liability) and the second case (owes taxes); all we know about them is that they were nonfilers in the
baseline year and in an off-baseline year, they did not file, and they were not identified by the IRS as a non-
filer. Based on conversations with nonfiler subject-matter experts in the IRS Research, Applied Analytics, and
Statistics organization, we made the decision to assume ghosts were nonfilers. This assumes that income for
higher earning nonfilers tends to be persistent and that such taxpayers are more likely to conceal their income
than to have no income.

4.3 Independent Variables

In addition to audit status, we control for characteristics identified from prior literature as important determi-
nants of the decision of whether to file. These include demographic and financial information, as well as past
filing behavior. In the current model, control variables come from the CCNIP database and are time-invariant
because they are derived solely from baseline year data. This approach was chosen because taxpayers in our
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dataset tend to become ghosts, meaning off-baseline year data are not always available. In future research, we
hope to overcome this barrier by compiling time-varying control variables from a variety of data sources.

4.3.1 Demographic Variables

We control for taxpayer level demographics, including Census region of residence,” whether the taxpayer
resides in a state taxing individual income, whether the taxpayer was over 65 in the baseline year, whether
the taxpayer was under 30 in the baseline year, and their filing status in the prior year. We treat filing status
as a binary variable, with 1 being Married Filing Jointly and the reference level being other filing statuses
(Single, Married Filing Separately, Widow/er, Head of Household) collapsed into one category. We also in-
clude an indicator for whether the taxpayer claimed the Earned Income Tax Credit (EITC) in the prior year.
Unfortunately, we are inconsistent with prior literature in that we have not yet controlled for the number of
dependent children, which is not in the CCNIP database.

4.3.2 Financial Variables

We further construct a set of variables related to the taxpayers’ financial status. Total IRP income is defined as
the sum of all income reported on third-party forms, without subtracting possible losses or deductions. We
also construct an indicator for whether the taxpayer met the $100,000 threshold in the baseline year, since
some taxpayers in the treatment group did not.> We also include the number of IRP forms submitted by third
parties to the IRS, since this captures both the filing burden felt by the taxpayer and the complexity of income
sources, and because each additional report to the IRS from third parties increases the “visibility” of that
taxpayer.

We include the difference in income between the prior year and the baseline year. Changes in income
have not been considered by the previous nonfiling literature but help to capture the volatility of taxpayer in-
come. It also serves as an indicator of one source of potential financial burden that may alter filing behavior. A
positive value indicates the taxpayer’s reported income grew in their baseline year compared to the prior year.
Additionally, we construct indicators to capture the presence of various income sources listed on third-party
documents, including self-employment income,* investment income,’ retirement income,® broker transaction
income,” as well as other types of reported income.®

4.3.3 Past Filing Behavior Variables

Lastly, we construct variables related to taxpayers” past compliance behavior. These variables include whether
the taxpayer filed in the prior year, whether the taxpayer was a ghost in the prior year, and whether the tax-
payer was audited in the 6 years prior to baseline. We also control for the operational priority score, an IRS-
internal metric used to rank taxpayers for audit selection.

4.4 Data Summary

Our final sample includes a total of 5,516 taxpayers in the treatment group and 2,383 taxpayers in the con-
trol group. Figure 1 summarizes sample size by baseline year. While the control group grows throughout the
sample period, the treatment group remains around 500 taxpayers in 2009, 2012, 2013, and 2014 but increases
in size in 2010 and 2011. During this time period, the overall number of potential nonfiler cases in CCNIP
increased from 7.1 million in 2009 to 8.4 million in 2014.°

2 Census region of residence was determined from the state derived from the taxpayer’s address line or ZIP code, listed on third-party forms. If Census region of
residence was not present, region was set to “None.”
By sample design, all taxpayers in our control group met the $100,000 threshold in the baseline year.

Self-employment income is restricted to the types of self-employment income required to be reported to the IRS by third parties: barter income, crop insurance,
attorney fees, fishing income, medical payments, nonemployee compensation, and patronage income.

Investment income includes income from distribution shares (Schedule K1), dividends (Schedule 1099-DIV), interest income (Schedule 1099-INT), and passive
income (Schedule K1).

Retirement income includes pension and Social Security payments.
7 Broker transaction income is defined as income from mediating the sale or purchase of property, services, or investments (Schedule 1099-B).
Other income is defined as income reported on Schedule 1099-MISC, real estate and rental income, lottery income, and business income.

A glitch in CCNIP computer processing occurred in 2012, resulting in a drop in the total nonfiling taxpayers identified in that year.
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FIGURE 1. Sample Size by Baseline Year
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Figure 2 plots the distribution of the priority score for the treatment and control groups. While the audited
group includes many more taxpayers with a priority score of 800 and above, there is common support in prior-
ity scores across both groups. This provides evidence towards the validity of our sample construction.

FIGURE 2. Distribution of Priority
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Figure 3 plots the distribution of audit start date and end date for the treatment group. The majority of
audits start 2=>5 years after the baseline year and end 3—6 years after the baseline year. Given this distribution of
audit timing, we would not expect to see an indirect effect from an audit until at least 2 years after the baseline
year.

FIGURE 3. Audit Timing
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Table 1 summarizes the control variables in our model for the treatment and control groups. As men-
tioned above, all control variables are sourced from the CCNIP database at the relevant baseline year. Dollar-
denominated variables (Total IRP Income and Income Difference from PY) are adjusted to reflect 2018 U.S.
dollars, scaled by $100,000. In terms of demographic characteristics, most taxpayers in both groups are be-
tween the ages of 30 and 65, have a filing status of single/other, and reside in a state taxing income. In terms
of financial characteristics, most taxpayers in our sample earned more reported income in their baseline year
than in the prior year (about $500,000 more for both groups). Taxpayers selected for audit have an average of
36 IRP documents compared to about 45 for the control group. Most taxpayers in the control group have in-
vestment income present and the majority of taxpayers in the treatment group have self-employment income.
Considering past filing behavior, about 39% of the treatment group filed in the prior year while about 50%
of the control group did so. More than half of the treatment group were audited prior to their baseline year,
although this variable captures audits of any kind (not just TDI Lists audits). The largest differences between
groups occur in the baseline priority score, whether the taxpayer met the $100,000 threshold for reported in-
come, and whether a taxpayer was audited in the 6 years prior to baseline year.
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TABLE 1. Summary Statistics for Treatment and Control Variables, TYs 2009-2014

Mean for Treatment

Variable Group Mean for Control Group Difference in Means
Demographic Variables
Census Region
East North Central 11% 8% 3%
East South Central 7% 4% 3%
Mid Atlantic 12% 12% 0%
Mountain 7% 7% 0%
New England 5% 4% 1%
Pacific 15% 16% 1%
South Atlantic 17% 20% 3%
West North Central 4% 3% 1%
West South Central 20% 16% 4%
Not Available 1% 11% 10%
Income Tax State 73% 75% 2%
Over 65 5% 7% 2%
Under 30 7% 13% 6%
PY Filing Status
Single/other 70% 85% 15%
Married filing jointly 30% 15% 15%
PY EITC 9% 4% 5%
Financial Variables
Total IRP Income $5.71 (45.91) $5.62 (28.23) $0.09
$100,000 Threshold Indicator 54% 100% 46%
Number of IRP Forms 36.06 (232.96) 44.84 (183.65) 8.78
Income Difference from PY $4.97 (46.36) $5.02 (29.16) $0.05
SE Income 69% 45% 24%
Investment Income 45% 72% 27%
Retirement Income 21% 21% 0%
Broker Transaction Income 19% 35% 16%
Other Income 29% 59% 30%
Past Filing Behavior Variables
Filed in PY 39% 50% 1%
Ghost in PY 6% 20% 14%
Any Audit Last 6 TYs 53% 4% 49%
Baseline Priority 727 (166) 650 (163) 77

Note: Dollar-denominated variables (Total IRP Income and Income Difference from PY) are expressed in terms of 2018 dollars and are scaled by $100,000. The stan-
dard deviation for continuous variables is displayed in parenthesis. Other than Baseline Priority and Number of IRP forms, all variables reflect percentages.
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5. Methodology

Our main methodological approach estimates a linear probability model of a taxpayer’s fact of filing in an
event-study type model.”® This model specifies taxpayer is filing behavior in year ¢ as follows:

Fact of Filing;; (1)
= B+ f1Audit; + B,_1,Year from Baseline; + B15_,,Audit;
* Year from Baseline;; + aTaxpayer Controls; + tTax Year, + €;;

Audit is a time-invariant variable set to 1 for the treatment group and 0 for the control group. The coef-
ficient on Audit measures the difference in the average filing behavior across the treatment and control groups
in all years. Year from baseline is a set of indicator variables that separately control for fact of filing behavior
across both groups for each year, 5 years pre-baseline through 8 years post-baseline. The baseline year is the
reference category and is excluded from the regression.

The primary regressors of interest are the interactions between Audit and Year from Baseline. This set of
variables captures the time path of filing compliance for the audited group. We hypothesize that the estimates
in pre-baseline years will be negative, indicating decreased filing compliance up to the baseline year, and that
estimates in post-baseline years (beginning in the 2nd or third year from baseline) will be positive. This would
indicate that audits increase the likelihood of subsequent filing and aligns with audit start dates (Figure 3).
Finally, consistent with prior literature on indirect effects, we expect estimates to attenuate over time in the
post-baseline period.

Taxpayer Controls are the set of demographic, financial, and filing behavior variables discussed in Section
4.3. These variables are drawn from baseline year CCNIP data and are time-invariant. Finally, Tax Year is a set
of fixed effects capturing yearly fluctuations in fact of filing common across all taxpayers in our sample.

6. Results

6.1 Descriptive Analysis

Figure 4 visualizes the distribution of the Fact of Filing variable by year from baseline for taxpayers in the treat-
ment and control groups. For the treatment group, the proportion of taxpayers filing a return decreases in the
years leading up to audit and increases until the 5th year after the audited Tax Year. For the control group, the
proportion of taxpayers filing a return remains around 63% in years five through two prior to baseline and
decreases in the 2 years leading up to the baseline year. After the baseline year, the proportion of taxpayers in
the control group filing remains between 25—40%. Despite slight differences in the proportion of taxpayers fil-
ing in either group, the treatment and control groups exhibit similar filing behavior in the years leading up to
baseline. By the construction of our sample design, no taxpayer in either group filed a return in their baseline
year. These plots suggest that:

 Taxpayers in both groups trend towards delinquency in the years prior to baseline;

» The baseline year represents an outlier year for a significant portion of both the treatment and control
groups, as signified by the 25=75% of taxpayers who filed a return in other years; and

» Being audited increases the likelihood of filing a return in later years (starting in the second year from
baseline).

19 A linear probability model was selected for its interpretability, although we plan to explore alternate specifications (e.g., logistic regression) in future work.
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FIGURE 4. Taxpayers Filing Over Time
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Figure 5 plots the distribution of ghost taxpayers in the control group (whom we consider as nonfilers
in our model) and in the treatment group. The proportion of ghost taxpayers in the control group ranges
from approximately 20—-60%. A smaller proportion of ghosts are present in the treatment group. Both groups
exhibit similar trends, with the proportion of ghosts decreasing in the years leading up to baseline year and
increasing in the years following baseline year.

FIGURE 5. Ghost Taxpayers in the Treatment and Control Groups
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6.2 Econometric Analysis

In this section, we summarize results from our main model. Full results are displayed in Table 2.

6.2.1 Audit, Year from Baseline, and Interactions

The interaction term Audit*Year from Baseline captures the indirect effect of an audit on filing behavior; the
estimates show the time path of the fact of filing for the audited group relative to the control group. Figure 6
visualizes the coefficients and their standard errors, for the Audit variable and the interaction terms.

Based on audit timing (Figure 3) and descriptive analysis (see Figure 4), we hypothesized that the indirect
effect would begin to appear in the second year from baseline. Table 2 confirms that this effect does begin in
the second year from baseline: the audited group is 5.3—13.8 percentage points more likely to file in the 2—8
years from baseline than the control group. The magnitude of this effect increases during the 2—4 years post-
baseline and decreases thereafter (an attenuation seen in much of the prior specific indirect effects literature).

The negative effect for Year from Baseline -1 indicates the audited group is less like to file than the control
group in the year prior to their Tax Year of audit. Besides the year prior to baseline, the insignificance of in-
teraction terms in years two and three prior to baseline and year one after baseline suggest general similarities
in filing behavior across groups in the years surrounding baseline. Interestingly, the coeflicient on Audit is not
statistically significant, suggesting that irrespective of treatment and baseline year, taxpayers in the control and
treatment groups exhibit similar filing behavior across Tax Years, on average. Finally, the positive coefficients
estimated for the Year from Baseline variables indicate that both groups are more likely to file a return in oft-
baseline years (i.e., the baseline year is an outlier year).

FIGURE 6. Coefficients and Standard Errors for Audit Variables.
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TABLE 2. Regression Results
Dependent Variable: Fact of Filing

Variable

Audited

Year from Baseline-5

Year from Baseline-4

Year from Baseline-3

Year from Baseline-2

Year from Baseline-1

Year from Baseline+1

Year from Baseline+2

Year from Baseline+3

Year from Baseline+4

Year from Baseline+5

Year from Baseline+6

Year from Baseline+7

Year from Baseline+8
Audited*Year from Baseline-5
Audited*Year from Baseline-4
Audited*Year from Baseline-3
Audited*Year from Baseline-2
Audited*Year from Baseline-1
Audited*Year from Baseline+1
Audited*Year from Baseline+2
Audited*Year from Baseline+3
Audited*Year from Baseline+4
Audited*Year from Baseline+5
Audited*Year from Baseline+6
Audited*Year from Baseline+7
Audited*Year from Baseline+8
Over 65

Under 30

PY EITC

PY Filing Status = Married Filing Jointly

Census Region: East South Central

Census Region: Mid Atlantic
Census Region: Mountain
Census Region: New England
Census Region: Not Available
Census Region: Pacific

Census Region: South Atlantic

Census Region: West North Central
Census Region: West South Central

Income Tax State
Number of IRP Forms

Parameter
Estimate

0.015
0.622***
0.635***
0.648***
0.615***
0.518**
0.306***
0.338***
(IS5S
0.379***
0.398***
0.389***
0.41***
0.434*
0.139***
0.096***
0.018
-0.031
-0.12***
0.015
0.053***
0.123***
0.138***
0.122***
0.124**
0.1***
0.058***
-0.031***
-0.015**
0.033***
0.086***
-0.012
0.02***
-0.004
0.034***
-0.064***
0.022***
0.003
-0.02**
-0.015*
-0.011***
0.000***

Standard
Error

(0.012)
(0.015)
(0.014)
(0.014)
(0.014)
(0.013)
(0.013)
(0.014)
(0.014)
(0.014)
(0.015)
(0.016)
(0.016)
(0.017)
(0.016)
(0.016)
(0.016)
(0.016)
(0.016)
(0.016)
(0.016)
(0.016)
(0.016)
(0.016)
(0.016)
(0.016)
(0.017)
(0.006)
(0.005)
(0.005)
(0.003)
(0.007)
(0.006)
(0.007)
(0.008)
(0.008)
(0.005)
(0.005)
(0.008)
(0.006)
(0.004)
(0.000)
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TABLE 2. Regression Results (Continued)
Dependent Variable: Fact of Filing

Variable Parameter Standard
Estimate Error

Broker Transaction Income 0.023*** (0.004)
Other Income 0.01*** (0.003)
Retirement Income 0.026*** (0.004)
Investment Income 0.078*** (0.003)
SE Income -0.007** (0.003)
$100,000 Threshold Indicator -0.026*** (0.004)
Income Difference from PY 0.000** (0.000)
Total IRP Income 0.000*** (0.000)
Baseline Priority 0.000*** (0.000)
Any Audit Last 6 TYs 0.006 (0.004)
Filed in PY 0.218*** (0.003)
Ghost in PY -0.073*** (0.005)
Constant -0.239*** (0.024)
Observations 110,586

R-squared 0.211

Adjusted R-squared 0.211

F Statistics 411.224*** (df =72;110,513)

Note: **p<0.05, ***p<0.01.

6.2.2 Demographic Variables

Taxpayers over 65 and under 30 have a lower probability of filing. Taxpayers claiming EITC in the year prior
to baseline are 3.3 percentage points more likely to file in other years, and taxpayers with a filing status of
Married Filing Jointly are 8.6 percentage points more likely to file in other years. Results across Census regions
confirm prior literature findings that compliance varies across geography. Finally, living in a state that imposes
an income tax decreases the likelihood of filing by 1.1 percentage points.

6.2.3 Financial Variables

Having certain types of income, such as broker transaction income, retirement income, investment income
and other income increases the likelihood of filing. The presence of investment income has the strongest ef-
fect compared with other types of income sources, increasing the likelihood of filing by 7.8 percentage points.
Having self-employment income decreases the likelihood of filing. However, since only certain categories of
self-employment income are covered by third-party reporting, measurement error may obscure a true positive
effect. Taxpayers who met the $100,000 threshold for reported income in their baseline year are 2.9 percentage
points less likely to file, suggesting a negative relationship between income and propensity to file. However,
other income-related variables, Income Difference from PY and Total IRP Income, do not have an effect on the
likelihood of filing.

6.2.4 Past Filing Behavior Variables

Interestingly, a taxpayer’s priority score and the presence of any type of audit in the 6 years prior to baseline
do not have an effect on the probability of filing. Taxpayers who filed a return in the year prior to baseline are
21.8 percentage points more likely to file in other years. If the taxpayer is a ghost in the year prior to baseline,
their expected probability of filing in other years decreases by 7.3 percentage points. Together, these estimates
suggest there is persistence in filing behavior.
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6.3 Robustness Checks

6.3.1 Definition of Ghosts

Our construction of the fact of filing variable assigns ghosts to the nonfiling status on the assumption that
individuals who did not file and do not have third-party reported income still have a tax liability. We explore
the validity of this assumption by rerunning our regression, labeling ghosts as fact of filing = 1. Table 3 in the
Appendix contains the regression results.

Figure 7 compares the coeflicients and standard errors for Audit variables between the linear probability
model categorizing ghosts as fact of filing = 0 (Table 2) and the linear probability model categorizing ghosts
as fact of filing = 1 (Table 3). The relationship between Audit and Year from Baseline on a taxpayer’s fact of fil-
ing is smaller, although similar trends are observed. The negative effect for Audit*Year from Baseline values of
-5 through 2 indicates the audited group is less likely to file in all years leading up to knowledge of the audit
start, compared to the control group. While an indirect effect of an audit on a taxpayer’s future filing behavior
is observed, it is significant only in years 4 and 5 from baseline, with an expected increase in the likelihood of
filing ranging from 3.5-3.8 percentage points.

By changing this assumption, the Audit variable becomes statistically significant at the 95-percent level,
indicating taxpayers in the audited group are 2.9 percentage points more likely to file across all years. Likewise,
the presence of any audit in the 6 years prior to baseline now has a negative and significant effect. The relation-
ship between whether a taxpayer was a ghost in the year prior to baseline and their filing behavior across all
years changes to a positive relationship, increasing the likelihood of filing by 14 percentage points. The influ-
ence of a taxpayer’s filing in the year prior to baseline decreases, while still being positive.

Overall, the magnitude and levels of our estimates are sensitive to the definition of ghost taxpayers,
however, the trends and overall takeaways seem to be consistent despite different assumptions around these
taxpayers.

FIGURE 7. Coefficients and Standard Errors for Audit Variables Depending on the
Definition of Ghosts.
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7. Discussion

Understanding nonfiling behavior is difficult due to the inherent lack of information about these taxpayers. It
is especially curious why higher earning nonfilers do not file a return, given that they may be more visible to
the tax authority and because they are identified by third party data as potentially owing substantial taxes. As
our analysis reveals, taxpayers who do not file a return often fail to do so in other years as well. These challeng-
es require creative approaches to sample selection and model design to analyze these taxpayers’ fact of filing.
In this paper, we provide one of the first attempts to understand the role of audits on future filing of audited
nonfilers—a contribution to the nonfiling literature, which has largely focused on the role of non-enforcement
related filing determinants.

Our results indicate that in-person audits of nonfilers improve subsequent filing compliance. Nonfilers
subject to a Field audit are 5.3-13.8 percentage points more likely to file in the 2—8 years after baseline (i.e.,
the tax year of the audited return), compared to similar but unaudited taxpayers. This effect peaks in the 4™
year after baseline. This finding is qualitatively similar to findings from other studies on the effect of audits on
future tax compliance.

The sensitivity analysis on our assumption of ghosts owing a tax liability confirms the presence of an in-
direct effect irrespective of our assumption. However, if all ghosts in our sample are missing from IRS records
because they do not have a tax liability, our estimates of an indirect effect are overstated.

This study also sheds light on the relationship between prior and future filing behavior. Taxpayers who
filed in the year prior to baseline year are 21.8 percentage points more likely to file in other years (regardless
of being audited). On the other hand, taxpayers who were unable to be identified through IRS data processes
(ghosts) in the year prior to the baseline year are 7.3 percentage points less likely to file in other years.

7.1 Comparison with Other Research

We compare our contributions to other research estimating the influence of IRS treatment on nonfiling tax-
payer’s filing behavior.

Datta et al. (2015) modeled the filing behavior of nonfilers over a 4-year period after treatment by the
ASFR program between TYs 2007 and 2009. The ASFR program similarly treats nonfilers identified by CCNIP,
but focuses on lower income individuals with simpler returns—individuals with primarily wage income and
fewer forms reported to the IRS by third parties. The ASFR program differs from an in-person Field audit as
it treats nonfilers by estimating their balance due and interacts with taxpayers via mailed correspondence. The
study estimated treatment by ASFR resulted in an 11, 21, and 27 percentage point increase in the likelihood of
filing 2 to 4 years after treatment, respectively. Comparatively, our estimated effects of a Field audit are smaller
in magnitude. However, as our study monitored filing behavior through 8 years after baseline, we observed an
effect persisting through the 8" year.

Herlache et. al (2019) conducted a randomized control trial to explore the influence of various mailed
notice programs on nonfilers’ prior year noncompliance in TY 2016 and filing behavior in TYs 2017 and 2018.
Their population similarly consisted of nonfilers identified from CCNIP in TY 2016, but did not have any
additional selection criteria from this population. Across the various treatments employed, they identified a
6.7% increase in filing of prior-year returns for TY 2016 and a 4.1-4.6% increase in filing for current and fu-
ture returns, as a result of mailed reminder-to-filer notices. This study extended analysis to consider the role
of notices on expected stopfilers, taxpayers compliant in prior years yet predicted to be at risk of becoming
noncompliant, identifying a 1.6 to 2.4 percentage increase in filing.

Both mailed reminder-to-file notices and treatment by ASFR are less expensive and require fewer re-
sources than in-person Field audits, enabling them to treat a larger population of nonfilers. Despite differences
in type of treatment, tax years, and populations considered, the impact of mailed outreach was smaller and
the impact of ASFR treatment was larger, compared with our estimates. The study by Herlache et. al (2019)
provides insight into the role of notices as an instrument of deterrence prior to noncompliance behavior. This
type of treatment may be an effective form of treatment when nonfilers are unaware of either the need to file,
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the consequences from not filing, or their detectability by the IRS. Datta, et. al (2015) illustrates the influence of
correspondence treatment on identified nonfilers. As ASFR focuses on a different population than Field audits,
the difference in estimates may be indicative of higher compliance rates in lower income and single source of
income populations.

Nonfiling individuals audited by Field tend to owe a substantial tax liability, have complex returns, and
remain noncompliant, despite being mailed up to two delinquency notices. These high dollar noncompliance
individuals are a strategic focus of IRS enforcement moving forward (IRS (2023)). Nonfilers are responsible for
a substantial portion of the tax gap, and these results highlight the value of audits as a policy tool to promote
compliance. While audits of this group can be costlier than audits of simpler returns, maintaining audit cover-
age of the nonfiling population provides an opportunity to promote voluntary compliance as well as generate
direct revenue.

7.2 Limitations and Future Research

There are several near-term extensions we plan to address. Foremost, we plan to estimate the effect of a non-
filer audit on total tax reported by the taxpayer in subsequent years. This extension will provide dollar-valued
estimates of the indirect effect that can be compared against direct revenue as well as the cost to the IRS of
conducting these audits. Other extensions include additional robustness checks, collecting a richer set of con-
trol variables, refining sample design, and considering a multinomial outcome variable, which are described
in more detail below.

7.2.1 Robustness Checks

To further validate model estimates and to assist with removing confounding, future work will employ propen-
sity-score matching or inverse probability weighting methods to the baseline year variables. These techniques
will allow for an alternative and possibly more comparable treatment and control group when estimating the
casual effect of an audit.

7.2.2 Richer Control Variables

Our current analysis relies on third-party reported data available only for the taxpayer’s baseline year. This
limits the ability to control for time-varying characteristics that influence filing behavior. Future work may
consider constructing control variables for the years leading up to the baseline year. This extension poses data
availability challenges since a significant portion of these taxpayers are ghosts in oft-baseline years.

Future work may also incorporate additional control variables not considered here. By capturing tax-
payers’ reported income in off-baseline years, we could verify the presence of a tax liability. As discussed in
Section 3, CCNIP and the Returns Delinquency Program issue notices to inform taxpayers of their delinquent
tax liability. Additional control variables can include whether the taxpayer received a notice and the type of
notice received. Alternatively, receiving a delinquency notice could serve as a treatment variable itself (instead
of a TDI Lists audit). We could also control for the pattern of nonfiling: whether the taxpayer was a one-time
nonfiler, a nonfiler with a pattern of interrupted nonfiling, or a nonfiler with a continuous pattern of nonfiling.

7.2.3 Sample Design

A limitation of this study is in the handling of taxpayers with multiple audits. Seventy-two percent of our treat-
ment group received at least one other TDI Lists audit in off-baseline years," while 5.2% experienced another
type of audit in off-baseline years. We retain these multi-audited taxpayers in the current version of our analy-
sis to preserve sample size, but audits occurring before the baseline year likely cause us to underestimate the
indirect effect of audit. Future research can include sensitivity analysis of the indirect effect on single-audited
taxpayers versus multiple-audited taxpayers.

" Our deduplication rules assign multi-audited taxpayers to their first year of audit within the baseline period 2009-2014. However, taxpayers assigned to baseline
year 2009 could still have been audited prior to 2009. 2,120 taxpayers had a TDI Lists audit in both the 6 years prior to baseline and 6 years post baseline. 864
taxpayers had a TDI Lists audit in the 6 years prior to baseline only, and 1,142 taxpayers had a TDI Lists audit in the 6 years after baseline only.
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7.2.4 Multinomial Outcome

The fact of filing outcome variable captures whether a taxpayer files for a given year. However, this variable
does not capture compliance. A compliant taxpayer files voluntarily and timely. Future research can consider
a three-level outcome variable to capture the distinctions between timely filing, late filing, and nonfiling. This
would extend this analysis to estimate the indirect effect of a Field audit on a nonfiler’s future compliance.
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Appendix
FIGURE 8. Proportion of Audited Taxpayers Meeting $100,000 Income Threshold
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TABLE 3. Regression Results: Labeling Ghosts as Filing =1
Dependent Variable: Fact of Filing

Variable Parameter Standard
Estimate Error
Audited 0.029*** (0.011)
Year from Baseline-5 0.89*** (0.014)
Year from Baseline-4 0.879*** (0.014)
Year from Baseline-3 0.837*** (0.013)
Year from Baseline-2 0.785*** (0.013)
Year from Baseline-1 0.679*** (0.012)
Year from Baseline+1 0.49** (0.012)
Year from Baseline+2 0.594*** (0.013)
Year from Baseline+3 0.65*** (0.013)
Year from Baseline+4 0.704*** (0.014)
Year from Baseline+5 0.74** (0.014)
Year from Baseline+6 0.774*** (0.015)
Year from Baseline+7 0.8*** (0.015)
Year from Baseline+8 0.793*** (0.016)
Audited*Year from Baseline-5 -0.035** (0.015)
Audited*Year from Baseline-4 -0.062*** (0.015)
Audited*Year from Baseline-3 -0.083*** (0.015)
Audited*Year from Baseline-2 -0.138*** (0.015)
Audited*Year from Baseline-1 -0.229** (0.015)
Audited*Year from Baseline+1 -0.076*** (0.015)
Audited*Year from Baseline+2 -0.051*** (0.015)
Audited*Year from Baseline+3 0.02 (0.015)
Audited*Year from Baseline+4 0.038** (0.015)
Audited*Year from Baseline+5 0.035** (0.015)

Audited*Year from Baseline+6 0.015 (0.015)
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TABLE 3. Regression Results: Labeling Ghosts as Filing = 1 (Continued)
Dependent Variable: Fact of Filing

Variable Parameter Standard
Estimate Error
Audited*Year from Baseline+7 0.006 (0.015)
Audited*Year from Baseline+8 0.02 (0.016)
Over 65 0.012** (0.006)
Under 30 0.058*** (0.005)
PY EITC 0.029*** (0.005)
PY Filing Status = Married Filing Jointly 0.046™** (0.003)
Census Region: East South Central -0.006 (0.007)
Census Region: Mid Atlantic 0.03*** (0.005)
Census Region: Mountain 0.009 (0.006)
Census Region: New England 0.037*** (0.007)
Census Region: Not Available 0.073*** (0.007)
Census Region: Pacific 0.035*** (0.005)
Census Region: South Atlantic 0.023*** (0.005)
Census Region: West North Central -0.013 (0.008)
Census Region: West South Central 0.003 (0.006)
Income Tax State -0.006 (0.004)
Number of IRP Forms 0.000*** (0.000)
Broker Transaction Income -0.02*** (0.004)
Other Income -0.019*** (0.003)
Retirement Income -0.012*** (0.003)
Investment Income 0.012** (0.003)
SE Income -0.014** (0.003)
$100,000 Threshold Indicator -0.018*** (0.003)
Income Difference from PY 0.000** (0.000)
Total IRP Income 0.000*** (0.000)
Baseline Priority 0.000*** (0.000)
Any Audit Last 6 TYs -0.023*** (0.003)
Filed in PY 0.172%** (0.003)
Ghost in PY 0.14*** (0.005)
Constant -0.129*** (0.023)
Year Fixed Effects Y
Observations 110,586
R-squared 0.25
Adjusted R-squared 0.249
F Statistics 510.736*** (df = 72; 110513)

**p<0.05, **p<0.01.
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I. Introduction

How much additional revenue would likely be generated if the IRS enforcement budget were increased by
$X per year? The answer to that question is far from simple. It likely depends on things such as the size of
the current budget and how it is allocated to enforcement, services, IT investments, etc. It will also depend
on how the current and additional enforcement budgets are allocated to the various enforcement programs.
Certainly, one impact on overall revenue would come in the form of increased direct enforcement revenue
(i.e., the additional tax paid by those audited for the tax year that was subjected to the enforcement). However,
it is also likely that this direct effect of increased enforcement would be accompanied by some indirect revenue
effects—whether due to a subsequent change in compliance behavior among the specific taxpayers who were
the subjects of the enforcement (known as the “specific indirect effect”), or due to a change in compliance
behavior among taxpayers in the general population who were not the subjects of the enforcement (known as
the “general indirect effect”).

There have been numerous attempts over the last 40 years to estimate the general indirect effect of changes
in IRS enforcement—particularly changes in audit coverage rates. Unlike the direct effect of audits, the indi-
rect effects are not directly observable. In principle, any indirect effect on voluntary compliance is the differ-
ence between the tax that taxpayers pay given the audits and the tax they would have paid had the audits not
happened. Because the counterfactual amount of tax that would have been paid in the absence of the audits
cannot be observed, it must be estimated.

There have been two major approaches to estimating the general indirect effect of audits: (1) demonstra-
tion models; and (2) comprehensive models. Demonstration models attempt to demonstrate that a general in-
direct effect exists, at least in a given context—typically within a particular segment of the population (e.g., sole
proprietors) through a specific type of network (such as the network of taxpayers who are clients of the same
tax preparer) and according to a particular behavioral mechanism (e.g., deterrence). However, even if such
analyses do demonstrate that taxpayers in audited networks behave differently than taxpayers in unaudited
networks (for example), it would seem likely that many taxpayers participate in multiple networks simultane-
ously (e.g., employer networks, professional networks, community networks, etc.), and it is not clear that the
separate impact of these multiple networks on such a taxpayer would be additive; taxpayers undoubtedly form
their perceptions in a more subtle way based on all the factors in their environment. Although demonstra-
tion models do lend themselves to theoretical premises and practical experimentation, such narrowly defined
analyses would not answer the question posed at the beginning of this paper about the impact of an increase
(or decrease) in the overall enforcement budget. That is one rationale for a comprehensive model. Such models
are agnostic about the mechanism(s) affecting taxpayer behavior and are generally not restricted to a narrow
subset of the population. However, they depend heavily on being able to control for all the main drivers of
behavior in addition to the enforcement activity in question.

This paper represents an initial attempt to estimate comprehensive models of the impact of individual
income tax audits on the general population. It is motivated by the observation that, due to a steady decline

! Approved for Public Release; Distribution Unlimited. Public Release Case Number 23-2714. This paper was produced for the U. S. Government under Contract
Number TIRNO-99-D-00005, and is subject to Federal Acquisition Regulation Clause 52.227-14, Rights in Data—General, Alt. II, III and IV (DEC 2007)
[Reference 27.409(a)]. No other use other than that granted to the U. S. Government, or to those acting on behalf of the U.S. Government under that Clause is
authorized without the express written permission of The MITRE Corporation. © 2023 The MITRE Corporation.
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in IRS budgets over the last 12 or so years, individual income tax audit coverage rates (the percentages of any
given subpopulations that are audited) have declined substantially (see Figure 1). Although the decline in IRS
budgets that precipitated this decline in audit rates has been a dark cloud over tax administration through-
out this period, this dark cloud may have a silver lining: it provides us with an excellent natural experiment
for determining whether that sustained decline in audit coverage might have prompted an increase in non-
compliance (perhaps with the hope that a recovery of audit coverage might regain some or all of any loss in
compliance). Fortunately, the IRS conducted National Research Program (NRP) audits on a separate stratified
random sample of individual income tax returns each tax year (TY) from 2006—2014. The results of these au-
dits, weighted up to represent the entire population of tax returns in each year, allow us to determine whether
the population (either as a whole or with respect to subpopulations therein) increased their noncompliance as
audit rates fell.

FIGURE 1. Audit Coverage* Trend Among Individual Income Tax Returns, TYs 20062015
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* Coverage rate = (number of returns audited) / (total number of returns filed) for the tax year

Figure 2 illustrates the relationship during this time period between the audit coverage rate trend and the
trend in noncompliance—measured by the Net Misreporting Percentage (NMP)? on Tax After Refundable
Credits (TARC)—for IRS Examination Activity Code 272, which includes over half of all individual income
tax returns.* Figure 2 shows an overall upward trend in noncompliance contemporaneous with a declining
trend in the audit coverage rates over these years, suggesting the presence of a general indirect effect among
this large group of taxpayers.

The NMP is defined as the aggregate net amount misreported on a given line item across a group of returns divided by the sum of the absolute values of the
corresponding amounts that should have been reported. The absolute values are used in the denominator to ensure that negative amounts do not distort the
aggregates.

IRS divides the population into mutually exclusive activity code categories based on characteristics like tax return type, the amount of income, gross receipts, or
assets, and whether certain tax benefits are claimed. See Table 5.

Schedules C and F are used to report nonfarm and farm sole proprietor income and expenses, respectively; Schedule E is used to report income from rental real
estate, royalties, partnerships, S corporations, estates, trusts, or residual interests in real estate mortgage investment conduits; and Form 2106 is used to report
employee business expenses.
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FIGURE 2. Audit Coverage and NMP Trends, Activity Code 272,° TYs 2006-2014
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This finding seems to support the widely held presumption that IRS enforcement conducted on a few
taxpayers (who are thought to be noncompliant) indirectly has a positive impact on the compliance behavior
of the general population, although it is far from conclusive. Consider, for example, that:

o Similar plots for other segments of the population do not exhibit a clearly negative relationship between
audit rate and noncompliance trends (see Figure 14 of the Appendix).

o Taxpayers likely do not react to (or even know about) contemporaneous trends in audit coverage; their
perceptions may form over time.

o A negative correlation between audit coverage and noncompliance does not prove causation. There are
likely many other factors—including other IRS actions, tax policy changes, and societal trends—that
influence taxpayer behavior.

For these and other reasons, this paper applies econometric techniques to the NRP data to isolate any
general indirect effects from other factors that influence voluntary compliance. This is ongoing work. We have
focused on the impact of audit coverage rates for this paper, but we intend to expand the scope eventually to in-
clude other IRS actions as data and statistical considerations permit. The paper is organized as follows: Section
2 reviews the relevant empirical literature; Section 3 describes our data; Section 4 summarizes our estimation
methods; Section 5 presents our empirical results; and Section 6 concludes the paper.

2. Literature Review

The literature on the impact of deterrence on taxpayer noncompliance includes the specific indirect effects and
general indirect effects of IRS enforcement—both a taxpayer’s prior audits and their knowledge of other audits

5 Total Positive Income < $200,000 and No EITC or Schedules C, E, E, or Form 2106. These represent 55.3% of the population over this time period.
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affect their perceived probability of being audited, which may influence their compliance choices. This paper
is relevant to general indirect effects—the effect of IRS contacts (such as audits) on those who are mostly® not
contacted themselves. Most studies of the general indirect effect are demonstration models that focus on one
context and indirect mechanism (e.g., communication from a tax return preparer within his network of clients
about IRS audits conducted on a subset of his clients). While this is conceptually straightforward and may
demonstrate the existence of a general indirect effect, there are bound to be many other contexts and mecha-
nisms that produce other general indirect effects. Indeed, any given taxpayer may be a member of multiple
such networks, and their combined effect may not be the simple sum of their separately estimated effects. We,
therefore, consider in this paper comprehensive models that capture the indirect effect of all enforcement and
service activities across the taxpayer population regardless of the many behavioral mechanisms that may be
involved.

2.1 Demonstration Models

Most papers in the general indirect effects literature trace 1) the effect of certain audits or contacts (either oper-
ational or experimentally assigned), 2) on a subpopulation (e.g., Earned Income Tax Credit (EITC) claimants),
and 3) within defined networks (e.g., geographic, preparer, supply chain). Using well-identified networks sup-
ports strong identification strategies whereby a treatment group (i.e., a network that had an audited member)
is compared against a similar, but untreated group. However, the disadvantage of this approach is that findings
may not be generalizable outside of a specific context or behavioral mechanism.

For example, Boning et al. (2020) find that the indirect effect of audits propagates through tax preparer
networks; when a firm is audited, other firms sharing the same tax preparer also remit more tax thereafter.
Bohne and Nimczik (2018) find that tax avoidance behaviors follow managers and tax experts as they trans-
fer between firms. Pomeranz (2015) finds that after a firm is audited, tax compliance also improves among
that firm’s suppliers. Chetty et al. (2013) find that EITC knowledge (as proxied by income bunching) diffuses
through geographic networks. Regarding individual audits, some papers find evidence of geographic spillovers
(Drago, Mengel, and Traxler (2020)) and spillovers within family networks (Alstadsaeter, Kopczuk, and Telle
(2019)), while others find mixed or no evidence of an indirect effect (Meiselman (2018); Perez-Truglia and
Troiano (2018); Grana et al. (2022)). These mixed results indicate that context matters,: whether there is an
indirect effect depends on the quasi-experimental research design choices, the specific network or community
studied, or even the country of focus.

2.2 Comprehensive Models

While useful for qualitative understanding of the nature of deterrence, these prior findings do not direct-
ly translate into operational applications such as budget justification. For example, IRS budget requests to
Congress cite a return on investment (ROI) of about $6 in direct revenue for every $1 of enforcement fund-
ing, “before considering the significant deterrence effects” (IRS (2023)). The “significant deterrence effects” in
theory include effects arising 1) from all IRS enforcement activities, 2) across the general taxpayer population,
and 3) across all possible (or as many as possible) networks of propagation. In other words, the estimated in-
direct effects should be as comprehensive as possible.

A handful of papers target this “comprehensive indirect effect” by evaluating the effect of audit rates on the
general population. Instead of constructing taxpayer-level networks, these papers typically model compliance
in the aggregate (e.g., state or zip code level). A common approach evaluates the effect of the contemporaneous
audit rate (as a proxy for audit probability) on compliance using an instrumental variable estimation method.
This method is often applied because of the endogeneity problem that arises when not only do audit rates im-
pact taxpayer compliance behavior, but that behavior also influences audit rates. Findings using this approach
also are mixed.

For example, using state-level panel data, Dubin, Graetz and Wilde (1990), Plumley (1996), and Dubin
(2007) find that the indirect effect of audits are six, eleven, and nine times that of the direct effect, respectively.
Dubin and Wilde (1988) and Grana et al. (2022) use ZIP code level panel data and find mixed evidence of an

¢ For a review of the literature on the specific indirect effect of audits, see Nicholl ez al. (2020).
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indirect effect, varying across taxpayer subpopulations and audit categories. In some cases, these papers find
an unexpected positive association between audit rates and compliance (such as among high income nonbusi-
ness taxpayers).

Tauchen, Witte, and Beron (1993) use microdata from the IRS Taxpayer Compliance Measurement
Program (TCMP)” and find that the indirect effect of audits is twice the size of the direct effect—but is only
statistically significant for high income taxpayers. Hoopes, Mescall and Pitman (2012) take a similar approach
using corporate returns and find that doubling the audit rate increases effective tax rates by 7%. Notably, they
survey corporate tax executives and find that many take note of historical audit rates. Due to these mixed find-
ings, a conservative estimate put forward by the U.S. Treasury is an indirect effect that is three times the direct
effect (Treasury (2019)).

This paper adds to this literature by using alternative model specifications and exploiting new data. Like
Tauchen, Witte, and Beron (1993), we use individual microdata from the successor to TCMP to capture non-
compliance. We also conduct a parallel analysis using compliance measures captured by the automated docu-
ment-matching program. We differ from prior research in our econometric specification: instead of the con-
temporaneous audit rate, we evaluate the effect of lagged audit rates on compliance. As we discuss in Section 4,
lagged audit rates are more likely to be the correct specification of taxpayer knowledge about IRS enforcement,
and it eliminates the possibility that the audit rate is endogenous with taxpayer compliance.

3. Data

Our methodology relies on modeling individual level compliance as a function of IRS audit rates, while con-
trolling for other drivers of compliance. Our primary compliance measure is derived from NRP microdata,
which allows us to control for return-level variables. However, we interpret the behavior of the individuals in
the NRP sample as being representative of similar taxpayers in the general population. Therefore, we are inter-
ested in the aggregate audit rate faced by the segment of the population represented by the NRP taxpayer—not
the audit probability of the taxpayer in the NRP sample. Audit rates are constructed by aggregating IRS en-
forcement data.

3.1 Dependent Variables

We use data on returns audited through the NRP, which selects a stratified random sample of individual in-
come tax returns for examination for a given tax year. Because the NRP sample is designed to be representa-
tive of the population, audits through the NRP examine taxpayers who might not have been examined under
normal operational audit procedures. These audits potentially encompass the whole tax return, as opposed to
targeting specific areas of noncompliance, as in operational audits. The program provides useful information
about noncompliance among the general population and the insights it reveals are used to update operational
audit selection procedures, improve resource allocation, and provide estimates of the tax gap (IRS (2022)).

We select all returns audited through the NRP for TYs 2006—2014.* For each return, we use the re-
ported amounts and NRP-corrected amounts of certain line items. Our primary outcome variable is the Net
Misreported Amount (NMA), a concept used throughout tax gap studies (IRS (2022)). It is calculated for a
given set of line items as the difference between the correct amounts and reported amounts for each return.
We calculate seven measures of NMA based on categories of line items at the return level that span different
types of taxes, income, and offsets. For income and tax categories, NMA is calculated as Corrected Income (or
Tax)—Reported Income (or Tax), and positive NMA values indicate underreporting of income or taxes. For
offset categories, NMA is calculated as Reported Offsets—Corrected Offsets, and positive NMA values indicate
overstatement of offsets.

7 TCMP, a precursor to IRS’s NRP, contained detailed information on compliance (resulting from detailed audits) for a random sample from the population.

8 2015 NRP data was released at the time of the writing of this report, and we are adding these data to our sample in ongoing work.
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Table 1 summarizes these NMA measures. Our first measure of the NMA is based on the return’s total
TARC. For each return, we derive the amounts of total tax after all refundable credits.’ This results in the TARC
for each return (i.e., total tax less refundable credits). Both total tax and refundable credits are considered be-
cause misreporting can occur in either category. TARC is a measure that applies to all taxpayers in our sample,
regardless of types of income or offsets.

For each return, we compute the NMA for six groups of tax return line items based on how visible they
are to the IRS. Four of the line-item groups relate to different types of income (Visibility Groups 1-4 of Table
1), while the remaining two groups combine offsets to income (Visibility Group 5) or offsets to tax (Visibility
Group 6), as defined in Table 1. We define visibility as the degree to which income or offsets are subject to
withholding and/or information reporting. Compliance on income reporting varies with the “visibility” of the
income. Income subject to little or no information, such as sole proprietor income, makes up the largest por-
tion of the underreporting tax gap (IRS (2022)).

Visibility Group 1 is the income category subject to the most information reporting and withholding,
while Visibility Group 4 is subject to the least. We hypothesize that compliance on certain line items may be
more responsive to IRS audit rates than others. For example, rising audit rates may induce taxpayers to accu-
rately report income that is subject to substantial information reporting (since such income would be discov-
erable by an audit). Whether taxpayers behave similarly for income with #no information reporting is unclear
since such income can be difficult to validate, whether through NRP or operational audits. In our analysis, we
evaluate each NMA measure as the dependent variable in separate analyses.

Unlike for the TARC outcome, the Visibility Group outcomes evaluate only taxpayers to whom the relevant
income or offsets apply. We remove from each Visibility Group analysis taxpayers who report zero amount
and have zero true (corrected) amount of those line items. This ensures that a zero NMA value corresponds to
compliance behavior and not to irrelevance of line items for the given taxpayer.

TABLE 1. NMA Measures

NMA Measure Category Line Items Included Visibility
TARC Tax Total tax and refundable credits Mixed
Visibility Group 1 Income Wages & Salaries High: subject to substantial informa-

tion reporting and withholding

Visibility Group 2 Income Pensions and annuities, unemployment com-  Substantial: subject to substantial
pensation, dividend income, interest income,  information reporting
state income tax refunds, and taxable social

security

Visibility Group 3 Income Partnerships/S corp. income, capital gains, Limited: subject to some information
and alimony income reporting

Visibility Group 4 Income Nonfarm proprietor income, other income, Low: subject to little or no information
rents and royalties, farm income, and form reporting
4797 income

Visibility Group 5 Offsets to Adjustments, deductions, and exemptions Mixed: subject to varying amounts of

income information reporting
Visibility Group 6 Offsets to tax ~ Refundable and nonrefundable credits Mixed: subject to varying amounts of

information reporting

°  Tax credits that are either fully or partially refundable are the Earned Income Tax Credit, the Child Tax Credit, the Education Credits, and the Health Insurance
Premium Tax Credit.



Silver Lining: Estimating the Compliance Response to Declining Audit Coverage 109

3.2 Independent Variables

3.2.1 Audit Rates

The primary regressors of interest are audit rates. We construct the audit rate for a given tax year from IRS en-
forcement data as the number of unique tax returns that were audited for that year divided by the total number
of unique returns filed for that year. We also create separate audit rates for each activity code. Thus, while our
dependent variable and other control variables are specified at the return level, audit rates are specified at the
aggregate level for the activity code of the taxpayer.

Table 5 of the Appendix summarizes the 12 activity codes that categorize individual returns. Activity codes
are delineated by income thresholds, the claiming of certain credits (like EITC), and the reporting of certain
income or expenses (like Schedule C for nonfarm sole proprietors and Schedule F for farm sole proprietors).
As the third column of Table 5 shows, the majority of the taxpayer population falls in Activity Codes 272 and
273—those with modest annual income® (below $200,000) and with no active business income or expenses.

Our baseline specification “assigns” each return the audit rate for its activity code. This decision reflects
the likelihood that taxpayers are most responsive to audits of similarly situated taxpayers. However, it is pos-
sible that taxpayers are not so discerning and that a higher-level audit rate is more salient. To address this,
we aggregate activity codes into four groups: EITC, Non-Business Mid-Income, Business, and Non-Business
High-Income. These groupings are used to construct audit rates for sensitivity analysis in Section 5.2.3.

3.2.2 Control Variables

For each NRP return, our control variables are constructed from tax characteristics that may help explain
compliance behavior. These include filing status (whether the taxpayer filed as Married Filing Jointly), the total
exemptions claimed by the taxpayer, the presence of wage income, the claiming of the child tax credit, whether
the taxpayer itemized deductions, whether mortgage interest was deducted, an indicator for taxpayers over 65
years of age, whether the taxpayer used a paid preparer, and an indicator for electronic filing. We base these
variables on the taxpayer’s reported information on their return.

We also control for the correct amount on the return corresponding to the NMA variable of interest. For
example, when TARC NMA is the dependent variable, we include the corrected TARC amount as a regressor.
When Visibility Group 6 (credits) NMA is the dependent variable, we include the correct amount of credits as
the regressor. This construction allows us to model changes in NMA that arise from compliance behavior and
that are not due to changes in the underlying true tax, income, or offsets.

3.3 Data Summary

Figure 3 summarizes sample size by activity code. We remove outliers by trimming the bottom and top 5%
from the distribution of total reported income in each activity code. We also remove observations with nega-
tive NMAs, since we are primarily interested in taxpayers who underreport their total tax (or overstate refund-
able credits)." Except for Activity Code 271, our sample includes at least 4,000 returns for each activity code
during TYs 2006-2014.

19 Income is measured as Total Positive Income (TPI), the sum of all positive amounts of income (and excluding income losses, such as from investments).

Note that descriptive statistics and plots reflect trimming of taxpayers with negative Z4ARC NMA, for consistency. In our regressions, each Visibility Group is
evaluated in a separate model, and we trim negative values of that Visibility Group’s NMA. This approach allows us to focus on taxpayers who underreport income
or overstate offsets for each set of line items.
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FIGURE 3. Counts of NRP Returns Before and After Trimming (TYs 2006—2014)
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Figure 4 plots audit rates by activity code during TYs 2006—2014. Audit rates have declined across the
board, although the decline is most noticeable at the high end of the income distribution. For Activity Code
281, the audit rate fell from 10.8% in 2008 to 2.6% in 2014. Audit rates for other activity codes experienced
proportional declines, albeit from a lower starting level of audit coverage rate.

FIGURE 4. Audit Rates by Activity Code
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Figure 5 summarizes the aggregate NMA over time by visibility group. The total NMA for the line items
included in the visibility group is calculated by weighting each return-level NMA in our NRP sample (using
NRP sampling weights) and summing across all returns. Aggregate NMA fell and then increased during this
time for Visibility Group 4. The totals for Visibility Groups 3 and 5 fell and plateaued somewhat.

FIGURE 5. Aggregate NMA over Time, by Visibility Group (Weighted)
NMA Visibility Total by Tax Year
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Figure 6 disaggregates NMA totals by activity code. Certain types of taxpayers are more likely to have cer-
tain types of income and offsets and are thus more likely to contribute to NMA on those items. For example,
Activity Code 270 makes up a large portion of misreporting on credits (Visibility Group 6) but a much smaller
portion of misreporting on partnership/S corporation income, capital gains, and alimony income (Visibility
Group 3). Activity Codes 279-281, despite comprising only 3.7% of the population (per Table 5), contribute
almost 25% of misreporting on Visibility Group 3 income. Activity Code 272, which includes over 55% of the

population, contributes the largest portion of misreporting in Visibility Groups 1 and 2, but much less for 3
and 4.

FIGURE 6. Aggregate NMA by Activity Code (Weighted)
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As stated above, our econometric specification employs NRP microdata. Table 2 summarizes the depen-
dent and independent variables in our model (excluding audit rates) by tax year. These summary statistics
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apply to our trimmed data, and observations are weighted by NRP sampling weights. Dollar-denominated
variables (NMAs and Correct Amounts) are adjusted to 2018 dollars. For the average return in our sample,
TARC NMA drops slightly then increases during this time. This trend also holds for the average NMA for most
visibility groups. Correct amounts of TARC and Visibility Groups 1, 3, and 4 also drop slightly, then increase
during this time. Commensurate with decreasing marriage rates and our aging population, the proportion of
NRP taxpayers filing as Single/other statuses increase somewhat, as does the proportion of taxpayers over 65.
Variables declining during this time are the proportion of taxpayers with wage income, claiming a child tax
credit, itemizing, and deducting mortgage interest. The use of a paid preparer fell over time, while electronic
filing rose dramatically until 2012 then slightly declined.

4. Methods

Our baseline specification models taxpayer i’s compliance in tax year ¢ as a function of IRS enforcement and
other drivers of compliance:

log(NMA,, +1)
= B,+ B, Audit Rate , , + 3, Correct Amount,+ fTaxpayer Controls, (1)
+ aTax Year, jActivity Codeg+ €,

Return-level NMA (i.e., the NMA for TARC) is our main dependent variable, but we also evaluate separately
the different NMA measures for the various visibility groups from Table 1. We take a logarithmic transforma-
tion of NMA to compensate for skewness. Audit rate is the primary variable of interest. Each taxpayer is as-
signed the audit rate for their activity code group g in our baseline model (other groupings are evaluated in
sensitivity analyses). We lag the audit rate by 2 years to reflect the likely delay between when audits are closed
and when other taxpayers become aware of them. Audit start rates (and closure rates) for the tax year at hand
are not finalized until all returns for that tax year have been selected for audit (or closed). This process takes
several years to resolve internally, with additional time for audit rates to be made public. In sensitivity analyses,
we estimate the effect of different lags. We hypothesize that will be negative—a decrease in audit rates should
lead to an increase in noncompliance.

We control for the correct amount of the line items in question, depending on the dependent variable
(TARC or visibility group). Additional taxpayer control variables refer to the variables described in Section
3.2.2. Finally, we include fixed effects for tax year and activity code. Tax year fixed effects capture yearly fluctua-
tions in compliance that are common across all taxpayers, regardless of activity code (such as due to tax policy
changes).” Activity code fixed effects capture time-invariant determinants of compliance that are unique to
each activity code, unrelated to audit rate changes. Finally, all regressions are weighted by NRP sampling
weights.

Our econometric approach is most similar to Tauchen, Witte, and Beron (1993) and Hoopes, Mescall, and
Pitman (2012), who evaluate the effect of aggregate audit rates on compliance at the micro level. We differ from
their approach by using lagged audit rates instead of contemporaneous ones. While a contemporaneous audit
rate reflects audit probability for the return being filed, it is unlikely that the taxpayer knows the contempo-
raneous audit rate or their audit probability until the audit cycle for that year has completed. Rather, they are
more likely to be aware of historical audit rates. To the extent that audit rates change over time (which they
have), contemporaneous audit rates are not suitable replacements for historical ones.

Another departure from Tauchen, Witte, and Beron (1993) and Hoopes, Mescall, and Pitman (2012) is in
the treatment of the audit rates econometrically. They use an instrumental variable approach, which we opt out
of for two reasons. First, lagged audit rates do not suffer from reverse causality, as taxpayers cannot influence

12 Since NRP samples different taxpayers each year, our data are pooled cross-sections rather than panel/longitudinal.

3 Our model currently does not control for tax policy changes that are specific to certain taxpayer groups, such as through the inclusion of activity code-tax tear
fixed effects. Such fixed effects would be collinear with our audit rate variables, which do not vary within an activity code and tax year. In future work, we hope to
include dummy variables capturing known policy changes for certain activity codes.
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past audit rates through current reporting behavior. Second, audit rates have declined across the board at
varying rates due to declining resources and shifts in allocation (but not in response to improved compliance),
thereby creating a natural experiment for evaluating the causal effect of audit rates.

5. Results

5.1 Descriptive Analysis

For many groups of taxpayers, noncompliance has increased while audit rates have declined. Figure 14 of the
Appendix plots the audit rate against the aggregate NMP on TARC by activity code. We calculate the aggregate
NMP for each activity code by summing TARC NMA across those taxpayers, summing the absolute value of
Corrected TARC across those taxpayers, and dividing the former by the latter. As such, NMP captures the
extent of tax noncompliance relative to the audit-determined amount of total TARC. The plots represent NMP
across our trimmed dataset (i.e., outliers and negative TARC NMAs removed).

As Figure 14 shows, noncompliance clearly trended upwards during 2006—2014 for certain groups of tax-
payers: taxpayers with annual income below $200,000 who either 1) claimed EITC (Activity Codes 270 and
271) or 2) operated a business or sole proprietorship (Activity Codes 274—278). Interestingly, long-term com-
pliance trends are less clear for taxpayers earning $200,000 and above. These plots provide suggestive evidence
that not all taxpayers may respond to declining audit rates. Those taxpayers with modest total income who
report certain types of income (Schedule C or F) or claim certain credits (EITC) may respond the most. High-
income taxpayers appear to be less affected by audit rates but potentially for a different reason: they have more
income at stake (and more resources to weather an audit) and thus could be unmoved by a perceived change
in audit probability.

Alternatively, there may be a unique type of measurement error in the NRP estimate of noncompliance
for high income taxpayers. For example, a large portion of income from pass-through entities and oftshore ac-
counts eludes IRS detection (Guyton et al. (2021)). It is likely that NRP estimates of noncompliance, such as an
NMP of 3—12% for taxpayers with at least $1 million income (per Figure 14), grossly understate noncompliance
at the high end. In this case, it would be unknown to the IRS whether truthful reporting of this income has
improved over time (or not), limiting our ability to test for the comprehensive indirect effect within this group.

5.2 Modeling Results

Our main analysis estimates the comprehensive indirect effect of audit rates on various NMA measures and
taxpayer subsamples. We also conduct a sensitivity analysis in the specification of the audit rate variable.

5.2.1 Baseline Results

Table 3 presents baseline results for our full sample, in which the audit rate variable is specified as a two-year
lag of the audit rate for each taxpayer’s activity code. Column 1 presents the effect on TARC NMA, while
Columns 2—7 present the effects on NMA by visibility group. Since we rely heavily on audit rate variation over
time, tax year fixed effects could subsume some of the effect of the audit rate. Table 6 in the Appendix presents
the same analysis without tax year fixed effects. For the purposes of this discussion, we consider statistical
significance to be at the 5% level.

As Table 3 shows, the effect of audit rate on compliance varies depending on the line items being evalu-
ated. Audit rate has an unexpected positive effect on TARC NMA: a one percentage point increase in the audit
rate increases NMA by 4.9% (9.9% when omitting tax year fixed effects). This unexpected result is likely driven
by Activity Code 272, which represents an outsized portion of the population (55.3% as shown in Table 5) and
for which our subsequent subsample analysis produces an unexpected positive effect. The unexpected result
on TARC NMA suggests we should evaluate activity code subpopulations separately (which we do in Section
5.2.2).
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Audit rates have the expected negative effect on noncompliance for all Visibility Groups except for Group 4.
For line items with high visibility (Visibility Group 1), a one percentage point increase in audit rates decreases
NMA on wages and salaries by 2.2% (5.1% when tax year fixed effects are removed)." The latter estimate is
statistically significant. Given that the majority of taxpayers report wage/salary income (see Table 2), this full
sample result is intuitive. For Visibility Group 2, a one percentage point increase in audit rates decreases NMA
by 3.0—5.2% (again statistically significant only when tax year fixed effects are omitted). This group includes
taxpayers in a variety of situations, such as retirees with pensions/annuities income and taxpayers between
jobs receiving unemployment income. For Visibility Group 3, a one percentage point increase in audit rates
decreases NMA by 2.1-11.9% (significant without tax year fixed effects). This group includes partnership/S
corporation income, capital gains, and alimony income—sources of income with some limited information
reporting.

For Visibility Group 4, audit rates do not have a discernable effect on noncompliance (in either specifica-
tion regarding tax year fixed effects). Income in this group is subject to very little information reporting (if
any), so taxpayers may not respond to audit rates in the expected way. Further, as discussed in Section 5.1,
NMA estimates for low visibility line items are likely to be understated.

Finally, audit rates have the expected effect on adjustments, deductions, exemptions, and credits (Visibility
Groups 5 and 6). A one percentage point increase in audit rates decreases NMA on adjustments, deductions,
and exemptions by 10.4% in the baseline specification and decreases NMA on refundable and nonrefundable

credits by 14.9-21.8%.

4 The result for Visibility Group 1 is consistent with a separate analysis we conducted using Automated Underreporter (AUR) data (results are not included here
for conciseness) among a sample of tax returns taken from the entire population. AUR matches third-party information documents sent to the IRS with what
taxpayers report on their tax returns. This screens for noncompliance on line items with substantial information reporting, such as wages and salaries. We
construct a measure of NMA based on AUR-corrected line items. While NRP-adjusted NMA is available only for NRP audits, AUR-adjusted NMA is available for
all taxpayers using third-party information documents. This approach allows us to evaluate a sample of taxpayers outside the standard NRP population for this
analysis.
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TABLE 3. Full Sample Baseline Regression Results

Dependent variable: Log NVIA

Visibility  Visibility  Visibility  Visibility Visibility Visibility

Ui Group 1 Group 2 Group 3 Group 4 Group 5 Group 6
Audit Rate (2-Yr Lag) 0.049* -0.022 -0.030 -0.021 0.003 -0.104*** -0.218**
(0.028) (0.019) (0.033) (0.059) (0.033) (0.037) (0.028)
Corrected TARC 0.00001***
(0.00000)
Correct Amount for Visibility -0.00000 0.00000***  0.00000***  0.00000*** -0.00000*** -0.00004***
Group (0.00000)  (0.00000)  (0.00000)  (0.00000) (0.00000)  (0.00000)
Total Exemptions 1 1.649** -0.335*** 0.262** 0.250* 1.712%* 0.657*** 0.619
(0.143) (0.057) (0.114) (0.147) (0.136) (0.089) (0.401)
Total Exemptions 2 3.134*+* -0.574*** 0.478*** 0.843*** 1.603*** 3.451*** 1.611%*
(0.145) (0.059) (0.118) (0.163) (0.144) (0.092) (0.401)
Total Exemptions 3 3.609*** -0.553*** 0.579*** 1.008*** 1.728*** 3.817*** 2.302***
(0.147) (0.061) (0.121) (0.173) (0.149) (0.096) (0.402)
Total Exemptions 4 3.665*** -0.557** 0.493*** 0.736*** 1.692%* 3.860*** 2.532**
(0.150) (0.063) (0.124) (0.179) (0.155) (0.101) (0.403)
Total Exemptions 5+ 4.005*** -0.472*** 0.540*** 1.195** 1.884** 3.996*** 2.973**
(0.153) (0.065) (0.128) (0.187) (0.161) (0.106) (0.404)
Wage Income -0.087** -0.058* -0.169*** -0.135%** 0.116*** -0.103**
(0.038) (0.032) (0.050) (0.041) (0.042) (0.049)
Claimed child tax credit -0.226*** -0.058*** -0.195** -0.042 -0.224** -0.574** -0.205***
(0.031) (0.018) (0.034) (0.068) (0.052) (0.034) (0.031)
Itemized 1.385%** -0.301*** 0.056 -0.372*** -0.122** 4.823*** 0.196***
(0.042) (0.027) (0.035) (0.055) (0.058) (0.043) (0.054)
Deducted mortgage interest -0.474** -0.048* 0.012 0.386*** 0.401*** -0.721** -0.402***
(0.041) (0.026) (0.034) (0.056) (0.058) (0.044) (0.053)
Over 65 -0.609*** -0.270** 0.879*** -0.171%** -0.463*** -0.301*** -0.507***
(0.040) (0.028) (0.032) (0.052) (0.049) (0.043) (0.055)
Used paid preparer 0.038* -0.045** -0.153*** -0.109** 0.101*** -0.113*** 0.012
(0.023) (0.013) (0.022) (0.043) (0.037) (0.024) (0.026)
Filed electronically -0.167*** 0.049*** -0.088*** -0.069* -0.292*** -0.084*** -0.019
(0.025) (0.015) (0.023) (0.040) (0.035) (0.027) (0.029)
Married-Joint Status -1.689*** 0.083*** 0.036 -0.419** 0.179*** -2.768*** -1.055***
(0.033) (0.019) (0.036) (0.080) (0.055) (0.036) (0.035)
Constant 1.226*** 1.263*** 0.779*** 2.854*** 3.179*** 0.179 1.506***
(0.157) (0.067) (0.135) (0.206) (0.160) (0.117) (0.405)
Observations 88,521 72,938 63,795 40,112 58,919 73,990 48,083
Tax Year fixed effect Y Y Y Y Y Y Y
Adjusted R2 0.133 0.023 0.034 0.085 0.235 0.342 0.154
F Statistic 400.675**  52.387***  66.589*** 110.544*** 533.957*** 1,129.561*** 258.305***
Degrees of Freedom 88,437 72,846 63,742 40,064 58,856 73,871 48,023

Notes: Standard errors displayed in parentheses. *p<0.10, **p<0.05, ***p<0.01 Corrected amounts (for TARC and by visibility group) are specified in unscaled dollar
values. Although statistically significant, the estimated coefficients are small because the amount of noncompliance is small relative to the overall amount of income or
offsets.
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5.2.2 Subsample Analysis

There is reason to believe that taxpayers respond differently to audit rates depending on their tax situation (such
as the amount and types of income they earn). Certain activity codes make up a disproportionate amount of
income/expenses in each visibility group (see Figure 6). To the extent some line items are more responsive to
audit rates, we would expect to see indirect effects vary for taxpayers of different activity codes as well. Prior
literature also has identified disparate indirect effects based on the taxpayer’s amount and visibility of income
(e.g., Tauchen, Witte, and Beron (1993); Slemrod, Blumenthal, and Christian (2001)).

We estimate Equation (1) separately for each activity code segment of the population. Audit rate is speci-
fied as the audit rate for each activity code. Figure 7 displays the effects on TARC NMA by activity code. Audit
rate has an unexpected positive effect on Activity Code 272 (taxpayers with income below $200,000 and no
business income), which likely drives the full sample result in Column 1 of Table 3. Audit rates also have an
unexpected positive effect on Activity Code 270 (EITC-claiming taxpayers with no business or business in-
come below $25,000). Other subsample results are mixed and largely statistically insignificant. In sensitivity
analysis, we find the expected negative effect of audit rate using a different lag and a more aggregate audit rate.
This finding suggests that a two-year lag of audit rate may not be salient to all taxpayers.

FIGURE 7. Effect of Activity Code Audit Rate on TARC NMA
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Figure 8 displays effects on Visibility Group 1 NMA by activity code. Like the full sample results in Table 3,
subsample results are mostly statistically insignificant across the board. There is an unexpected positive effect
of audit rate on Activity Code 281. Subsample results for Visibility Group 2 are largely statistically insignificant
(Figure 9). The exceptions are an unexpected positive effect for Activity Code 272 and the expected negative
effect for Activity Code 280.
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FIGURE 8. Effect of AC Audit Rate on Visibility Group 1 NMA
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FIGURE 9. Effect of AC Audit Rate on Visibility Group 2 NMA
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Figure 10 displays effects on Visibility Group 3 NMA by activity code. Audit rates have the expected nega-
tive effect for Activity Code 280. This activity code covers taxpayers earning between $200,000 and $1 million
income without business income, who make up a disproportionate share of the NMA in this category (relative

to their portion of the population).
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FIGURE 10. Effect of AC Audit Rate on Visibility Group 3 NMA
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tive effect (statistically significant) for Activity Codes 277 and 279 and an unexpected positive effect on Activity
Code 270. Lastly, Figure 12 and Figure 13 display effects on Visibility Group 5 and 6 (respectively). When it
comes to Visibility Group 5 NMA, audit rates have an unexpected positive effect on 272 and 274, although
these effects do not hold in sensitivity analyses. For Visibility Group 6 NMA, audits have the expected negative

effect on Activity Codes 270 and 276 and an unexpected positive effect on Activity Codes 275 and 280.

FIGURE 11. Effect of AC Audit Rate on Visibility Group 4 NMA
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FIGURE 12. Effect of AC Audit Rate on Visibility Group 5§ NMA
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5.2.3 Sensitivity Analysis
While most general indirect effects papers use a treatment/control group study design, our approach in the
vein of the comprehensive indirect effects literature relies on varying levels of treatment across the entire
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population. As such, results may be particularly sensitive to the specification of the treatment variable (audit
rates). We add to the literature by using lagged audit rates in our baseline specification instead of contempora-
neous ones and by testing for heterogenous effects across a variety of line items and taxpayer subpopulations.
In this section, we evaluate other specifications of the audit rate that may be salient in understanding taxpayer
response to IRS enforcement.

In addition to our baseline specification of a two-year lag of activity code audit rate, we evaluate alternative
specifications: different lags of audit rate, audit rates grouped across some activity codes, the change in audit
rate (rather than the level), and the average of audit rate over time.

Different lags of audit rate: We replace audit rate in Equation (1) with one- through five-year lags of the
activity code audit rate. All five lags are included in each model concurrently. In the full sample models, audit
rates under this specification are mostly statistically insignificant (across all seven NMA outcomes). In activity
code subsamples, various lags have the expected negative effect on NMA (statistically significant for certain
activity codes). Activity codes with statistically significant effects in the baseline specification of two-year lags
(per Section 5.2.2) typically show similar results for a few other lags as well. In some cases, using other lags
produces the expected negative effect when the baseline specification does not. This suggests that different lags
of the audit rate are salient for different taxpayers.

Grouped audit rate: We replace audit rate in Equation (1) with audit rate defined at the level of the four
activity code groupings in Table 5. Each return is assigned the two-year lag of the audit rate for the activity
code group to which it belongs. Results under this specification tend to mirror the subsample results in Section
5.2.2., in some cases picking up a negative effect when the baseline specification does not. For example, the
own-group audit rate has the expected negative effect on TARC NMA for certain activity codes (while the
baseline regressions for TARC NMA did not yield a discernable effect).

Change in audit rate: We replace audit rate in Equation (1) with the change in the activity code audit rate
over time. We specify one- through five-year changes, each in a separate regression. This specification pro-
duces the expected negative effect of audit rate on TARC NMA (statistically significant), while the baseline
specification did not. This specification produces an unexpected positive effect on Visibility Groups 1 and 5
NMA, however. Results for other NMA measures are statistically insignificant.

Average audit rate: We replace audit rate in Equation (1) with the average activity code audit rate over
time. We specify one- through five-year averages, each in a separate regression. This approach produces the
expected negative effect of audit rate on Visibility Group 1 NMA and an unexpected positive effect on TARC
and Visibility Group 4 NMA. Results for other NMA measures are statistically insignificant. The drawback of
using this specification is that it dulls the variation in audit rates over time, thereby weakening our identifica-
tion strategy.

6. Discussion

While most research on the impact that IRS enforcement efforts have on the compliance behavior of taxpay-
ers in the general population evaluates specific taxpayer contexts and networks (or mechanisms), this paper
contributes to a small literature on the comprehensive indirect effects of IRS enforcement on voluntary com-
pliance. The estimation of comprehensive indirect effects aims to capture 1) the effects of all IRS enforcement
activities, 2) the effects across the general taxpayer population, and 3) the effects propagating through various
and multiple types of mechanisms. As such, these effects are relevant for IRS budget justification, which cur-
rently cites the ROI of enforcement on direct revenue and merely alludes to the existence of deterrence effects
(IRS (2023)).

We advance understanding of the nature and magnitude of comprehensive indirect effects by implement-
ing several novel or rarely used approaches. Ours is one of the few papers to use microdata in this area. This
allows for more nuanced modeling of taxpayer behavior and the ability to control for return-level characteris-
tics. Departing from prior papers, we use lagged audit rates to proxy for knowledge of IRS enforcement levels.
While audit rates for the tax year at hand reflect the true aggregate probability of an audit, taxpayers (and their
accountants) can plausibly know only past audit rates. Additionally, using lagged audit rates solves the reverse
causality (endogeneity) problem; an earlier audit rate is not impacted by this year’s compliance.
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We do not find the expected effect of audit rates on bottom-line noncompliance (i.e., on TARC). However,
we find that audit rates have the expected deterrence effect on certain groups of line items. Further, the effect is
larger for items subject to less information reporting. Misreporting on high visibility income (wage and sala-
ries) drops by 5.1% with a one percentage point increase in audit rates. The same change in audit rates induces
a5.2% drop in misreporting on income subject to substantial information reporting but not withholding (such
as unemployment compensation), and a 11.9% drop in misreporting on income subject to only limited infor-
mation reporting (such as partnership income and capital gains). The effect on misreporting income offsets is
even larger—a one percentage point increase in audit rates decreases misreporting of adjustments, deductions,
and exemptions by 10.4% and misreporting of refundable and nonrefundable credits by up to 21.8%.

These results are intuitive. High visibility line items such as wages and salaries are screened by automated
underreporter programs, and misreporting on these line items may be less sensitive to audit rates per se. On
the other hand, misreporting on income not validated automatically should be more responsive to enforce-
ment actions such as audit rates.

Notably, we did not find a discernable effect of audit rates on misreporting of income subject to little or no
information reporting. This result suggests that the deterrence effects of IRS enforcement depend on how well
noncompliance can be detected and validated. Taxpayers improve reporting of visible line items in the face of
rising audits rates because when 1) true tax obligations are visible to the IRS (taxpayer-reported income can be
measured against income reported by third parties) and 2) the increased probability of audit increases the like-
lihood of the IRS validating these measures, there is an incentive to change behavior and increase compliance.
Conversely, null or unexpected results can arise when the true amounts that should be reported on certain
line items are difficult for the IRS to detect. In this case, taxpayers do not have deterrent incentives to increase
compliance even in the face of an audit, so their behavioral response is unclear. Moreover, for these line items,
researchers cannot rely on enforcement data—even that from the NRP—to be correct (due to measurement
error).

6.1 Limitations and Future Research

As discussed, a primary limitation of this research is that NRP audits may not detect all noncompliance among
taxpayers with high and unreported income. Prior research has attempted to shed light on previously unde-
tected offshore accounts and passthrough income (Guyton et al. (2021)), but has not explored its relation to
changes in compliance over time.

There are several near-term extensions we plan to address. Some visibility groups include a mixture of line
items that reflect very different tax situations. For example, Visibility Group 2 includes retirees earning pen-
sion and Social Security income, as well as taxpayers between jobs receiving unemployment income. Further
subdividing NMA within visibility group may yield better understanding of taxpayer behavior based on their
circumstance. We also plan to evaluate different transformations of the NMA outcome variables, since nega-
tive NMAs are dropped in a log transformation.” We also plan to convert our estimates of the comprehensive
indirect effect into dollar values (to directly align with ROI figures). However, our results herein provide strong
evidence that the answer to our opening question (How much additional revenue would likely be generated
if the IRS enforcement budget were increased by $X per year?) depends on how the additional funding is al-
located across taxpayer groups and noncompliance opportunities or issues.

Finally, the ultimate goal of this research is to support IRS budget justification by estimating the ROI of all
IRS activities. IRS service, outreach, education, and IT investments plausibly have an impact on compliance,
as well. Most taxpayers desire and strive to properly report their income. These IRS services help taxpayers
become more informed and better equipped to report and pay their taxes correctly the first time. To account
for this, we hope to incorporate into future iterations of this work measures such as IRS website hits and level
of service. Lastly, although we focus on individual taxpayers in this paper, prior research indicates that corpo-
rations track IRS enforcement activities in their accounting practices (Hoopes, Mescall, and Pitman (2012)).
Estimating the deterrence effect of enforcement on corporate voluntary compliance is another area of future
work.

1> We tried an Inverse Hyperbolic Sine (IHS) transformation in lieu of the log transform, but results were highly sensitive to variable scaling. Alternatively, we plan
to estimate regressions with an untransformed dependent variable (i.e., level of NMA).
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Appendix

Data Summary

TABLE 5. Activity Code Definitions

Activity Descriotion Percent of
Code P Population

270 EITC present & TPI < $200,000 and Schedule C/F TGR < $25,000 or 17.1% EITC
EITC w/o Sch C/F (As of TY 2008)

271 EITC present & TPI < $200,000 and Sch C/F TGR > $24,999 (As of 1.2% EITC
TY 2008)

272 TPI < $200,000, no Sch C, E, F, or Form 2106 (As of TY 2008) 55.3% Non-Business

Mid-Income

273 TPI < $200,000 and Sch E or Form 2106, no Sch C or F (As of TY 10.8% Non-Business
2008) Mid-Income

274 Non-Farm Business w/ Sch C/F TGR < $25,000 and TPI < $200,000 7.3% Business
(As of TY 2008)

275 Non-Farm Business w/ Sch C/F TGR $25,000 - $99,999 and TPI < 21% Business
$200,000 (As of TY 2008)

276 Non-Farm Business w/ Sch C/F TGR $100,000 - $199,999 and TPI < 0.6% Business
$200,000 (As of TY 2008)

277 Non-Farm Business w/ Sch C/F TGR > $199,999 and TPI < $200,000 0.5% Business
(As of TY 2008)

278 Farm Business Not Classified Elsewhere and TPI < $200,000 (As of 0.9% Business
TY 2008)

279 No Sch C or F and TPI > $199,999 and < $1,000,000 (As of TY 2008) 2.4% Non-Business

High-Income

280 Sch C or F present and TPI > $199,999 and < $1,000,000 (As of TY 1.0% Business
2008)

281 TPI > $999,999 (As of TY 2008) 0.3% Non-Business

High-Income
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FIGURE 14. Audit Rate vs. Aggregate NMP, by Activity Code (Trimmed Data)
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FIGURE 14. Audit Rate vs. Aggregate NMP, by Activity Code (Trimmed Data) (Continued)

274
Non-Farm Business w/ Sch C/F TGR < $25,000 and TPI < $200,000 (As of
TY 2008)
9] L anos. =
T 0.50%1 30 /on_)
5 z
o F25%
2 0.25%] =
F20%
0.00%1_; I i i T I i T i
2006 2007 2008 2009 2010 2011 2012 2013 2014
Tax Year
275
Non-Farm Business w/ Sch C/F TGR $25,000 - $99,999 and TPI < $200,000
(As of TY 2008)
F37.5%
@ 1.5% +35.0% =
S )
. 1.0%- 30 59, 2
S5 =
Z 0.5%- 130.0% 5
0.0%+ F27.5%
2006 2007 2008 2009 2010 2011 2012 2013 2014
Tax Year
276
Non-Farm Business w/ Sch C/F TGR $100,000 - $199,999 and TPI <
$200,000 (As of TY 2008)
3%
F50%
0] —
T 2% +45%9,
i §
- r40% =
O qo.. .

2% [ 35% =
0% . . . . . | . ! r30%
2006 2007 2008 2009 2010 2011 2012 2013 2014
Tax Year
277
Non-Farm Business w/ Sch C/F TGR > $199,999 and TPI < $200,000 (As of

TY 2008)
3% F70%
= g
& 2% GO%Q,
Rt 509 2
< mv
0% 1 F40%

2006 2007 2008 2009 2010 2011 2012 2013 2014
Tax Year



128 Plumley, Rodriguez, Grana, and McGlothlin

FIGURE 14. Audit Rate vs. Aggregate NMP, by Activity Code (Trimmed Data) (Continued)
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Supplementary Results

TABLE 6. Full Sample Baseline Results without Tax Year Fixed Effects

TARC

Visibility
Group 1

Dependent variable: Log NVIA

Visibility
Group 2

Visibility
Group 3

Visibility
Group 4

Visibility
Group 5

Visibility
Group 6

Audit Rate (2-Yr Lag)

Corrected TARC

Correct Amount for Visibility
Group

Total Exemptions 1

Total Exemptions 2

Total Exemptions 3

Total Exemptions 4

Total Exemptions 5+

Wage Income

Claimed child tax credit

Itemized

Deducted mortgage interest

Over 65

Used paid preparer

Filed electronically

Married-Joint Status

Constant

Observations

Tax Year Fixed effect

Adjusted R2

F Statistic
Degrees of Freedom

0.099***
(0.025)

0.00001***
(0.00000)

1.638**
(0.143)
3.123"
(0.145)
3.598"**
(0.147)
3.652+*
(0.150)
3.995*
(0.153)
-0.092**
(0.038)
-0.229***
(0.031)
1.386%*
(0.042)
-0.477**
(0.041)
-0.612+*
(0.040)
0.033
(0.023)
-0.142++
(0.025)
-1.689**
(0.033)
1.264***
(0.157)
88,521
N
0.133
520.980***
88,445

-0.051"*
(0.017)

-0.00000
(0.00000)
-0.338"**
(0.057)
-0.577**
(0.059)
-0.553***
(0.061)
-0.558***
(0.063)
0473
(0.065)

-0.057**
(0.018)
-0.300%**
(0.027)
-0.048*
(0.026)
-0.274%*
(0.028)
-0.044**
(0.013)
0.037**
(0.015)
0.081***
(0.019)
1.298**
(0.067)
72,938
N
0.022
67.154%*
72,854

-0.052*
(0.030)

0.00000***
(0.00000)
0.267**
(0.114)
0.481***
(0.118)
0.581***
(0.121)
0.496***
(0.124)
0.546***
(0.128)
-0.061*
(0.032)
-0.193**
(0.034)
0.056
(0.035)
0.01
(0.034)
0.878***
(0.032)
-0.154**
(0.022)
-0.090**
(0.023)
0.038
(0.036)
0.818**
(0.135)
63,795
N
0.033
85.658***
63,750

-0.119**
(0.051)

0.00000***
(0.00000)
0.246*
(0.147)
0.838***
(0.163)
1.005%*
(0.173)
0.735%*
(0.179)
1.188***
(0.187)
-0.168***
(0.050)
-0.038
(0.068)
-0.376**
(0.055)
0.382**
(0.056)
-0.166**
(0.052)
ol
(0.043)
-0.079**
(0.040)
-0.422%+
(0.080)
3.083*
(0.206)
40,112
N
0.084
142.824***
40,072

0.005
(0.030)

0.00000***
(0.00000)
1.707+
(0.136)
1.598***
(0.144)
1.726%
(0.149)
1.690**
(0.155)
iceoas
(0.161)
-0.135"*
(0.041)
-0.225%**
(0.052)
-0.122+
(0.058)
0.398***
(0.058)
-0.462+*
(0.049)
o
(0.037)
-0.286***
(0.035)
0.176**
(0.055)
3.235%*
(0.160)
58,919
N
0.235
697.565**
58,864

-0.018
(0.032)

-0.00000***
(0.00000)
0.658***
(0.089)
3.450%*
(0.092)
3,818
(0.096)
3.860***
(0.101)
3.996%*
(0.106)
0.113%*
(0.042)
0.577%*
(0.034)
4,818
(0.043)
-0.723***
(0.044)
-0.302***
(0.043)
-0.116**
(0.024)
-0.065**
(0.027)
-2.763"*
(0.036)
0.166
(0.117)
73,990
N
0.341
1,473.283***
73,879

-0.149***
(0.024)

-0.00004***
(0.00000)
0.651
(0.401)
1.643%*
(0.401)
2.326"**
(0.402)
2.554%**
(0.403)
2.987***
(0.404)
-0.099**
(0.049)
-0.208***
(0.031)
0.198**
(0.054)
-0.400***
(0.053)
-0.522+*
(0.055)
0.018
(0.026)
0.009
(0.029)
-1.046***
(0.035)
1.351%*
(0.405)
48,083
N
0.151
329.790***
48,031

Notes: Standard errors displayed in parentheses. *p<0.10, **p<0.05, ***p<0.01 Corrected amounts (for TARC and by visibility group) are specified in unscaled dollar
values. Although statistically significant, the estimated coefficients are small because the amount of noncompliance is small relative to the overall amount of income or

offsets.
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Who Are Married-Filing-Separately Filers
and Why Should We Care?

Emily Y. Lin and Navodhya Samarakoon (Office of Tax Analysis, U.S. Department of Treasury)"

1. Introduction

The U.S. federal income tax system recognizes families as an economic unit. Married couples file the income
tax return jointly by pooling the spouses” incomes and deducting combined allowable expenses. Married cou-
ples can also elect to file separate returns, claiming the Married-Filing-Separately (MFS) filing status, but they
are likely to face a higher tax liability as a result due to the unfavorable tax treatment of MFS status relative to
Married-Filing-Jointly (MFJ) status. Of the 164.4 million federal individual income tax returns filed for Tax
Year (TY) 2020, 55.3 million were filed as MF] and 3.9 million were filed as MFS.? Counting each MFJ return
as two married filers, for TY 2020, 96.6% of married filers who claimed either filing status filed jointly, leaving
only 3.4% electing to file as MFS.

While it is well known that claiming the MFS status generally results in a higher federal income tax li-
ability than claiming the MF] status, it is little known to what extent married couples who file as MFS have a
separate filing penalty where they face a higher federal income tax liability by filing separately.’ Because there
is no single condition or formula to apply, a married couple may not know which filing status leads to a lower
tax liability until they run the calculation for both statuses. The Internal Revenue Service (IRS) Publication 501,
Dependents, Standard Deduction, and Filing Information, informs married filers that the combined tax on
separate returns is “generally” higher than the tax they would face on a joint return. The publication instructs
married filers to “figure your tax both ways (on a joint return and on separate returns)” to be certain that they
are “using the filing status that results in the lowest combined tax” In addition to a possible lower tax bill,
married couples may file separate returns for non-tax reasons. Numerous online articles, posted mostly by the
media and tax preparation professionals or software companies, guide married taxpayers on how to choose the
“better’ filing status or when it makes sense to file separately.

In this paper, we summarize the situations in which married couples may prefer to file as MFS and situ-
ations in which filing a joint return may not be a choice for some married individuals. In addition, this paper
fills the knowledge gap by providing novel statistics and data analysis about MFS claims. Possibly because of
the assorted reasons why married couples file as MFS, no single profile can describe the small number of MFS
filers. Our analysis shows that MFS filers consist of a diverse group of taxpayers across the income distribution
and by how long they use this filing status. MFS filers are represented in all segments of the income distribu-
tion, with one-third having Adjusted Gross Income (AGI) below $30,000 and 14% having AGI above $100,000
in 2020. In addition, using administrative tax data for TYs 2013—2021, we find that over the 9-year period,
more than half of the MFS filers claimed the status for only 1 year, and nearly 80% used it for 3 years or shorter.
However, about 5% of those who ever claimed the status during this period did so for more than 7 years.

Examining the extent and the level of the separate filing penalty where a married couple pays more federal
income tax by filing separate returns, our analysis shows that approximately 19-23% of MFS filers have federal
income tax benefits by filing separately for an average amount of $1,513 (in 2021 dollars). Slightly fewer than a

! The authors would like to thank Adam Cole and the participants in the 2023 IRS/TPC Joint Research Conference for helpful feedback. The authors analyzing the
tax data were employees at the U.S. Department of the Treasury. The findings, interpretations, and conclusions expressed in this paper are entirely those of the
authors, and do not necessarily reflect the views or the official positions of the U.S. Department of the Treasury. Any taxpayer data used in this research was kept
in a secured Treasury or IRS data repository, and all results have been reviewed to ensure that no confidential information is disclosed.

Refer to the Statistics of Income tax statistics posted on https://www.irs.gov/statistics/soi-tax-stats-individual-statistical-tables-by-filing-status.
This paper examines only the federal income tax. Examination of the total federal and state liability is beyond the scope of this paper.

See page 7 of IRS Publication 501, Dependents, Standard Deduction, and Filing Information


https://www.irs.gov/statistics/soi-tax-stats-individual-statistical-tables-by-filing-status
https://www.irs.gov/pub/irs-pdf/p501.pdf
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quarter of MFS files face the same federal income tax liability when filing a joint return, and about 53 to 59%
of MFS filers have a federal income tax penalty by filing separately with an average penalty of $1,863 to $2,140.
Taxpayer income and the presence of itemized deductions are positively associated with the bonus status. In
addition, because MFS filers are generally ineligible for the Earned Income Tax Credit (EITC), the separate
filing penalty is more prevalent among MFS filers who would claim the EITC when filing a joint return.

Although MFS status concerns only a small number of taxpayers, this filing status is associated with sev-
eral policy and tax administration issues, including complexity, equity, and compliance. Complexity arises not
only because married couples may have to calculate tax twice to decide on the filing status, but for taxpayers
going through a separation or divorce, it can be confusing to determine the correct filing status. Separating
individuals may have the living arrangements akin to those of unmarried individuals who file as single or
head-of-household, but the tax rules governing marital status for the determination of filing status can be
complicated to understand and interpret. On equity, MFS filers face an unfavorable tax treatment with respect
to refundable tax credits. For low-income individuals who have difficulties in filing a joint return with their
spouses, they would be denied the credits by filing as MFS. Lastly, the disparate tax liabilities across filing sta-
tuses, wherein filing as MFS leads to a higher tax liability than filing as unmarried filers, creates an incentive
for separating individuals to misreport filing status. Because there is no third-party information about taxpay-
ers filing status, it is challenging for the IRS to detect this potential noncompliance absent an audit.

Our analysis shows that the regulatory and legislative efforts to allow vulnerable MFS filers to claim the
Premium Tax Credit (PTC) and EITC in limited situations resulted in a very small fraction of MEFS filers
claiming each credit. Fewer than 2% of MFS filers claimed the PTC in recent years and, in 2021, the first year
in which EITC was extended to MFS filers, 2% of MFS filers claimed the EITC. Because it is difficult to assess
taxpayer eligibility under the specified rules that entitle MFS filers to these credits, further study is needed to
determine whether the current claims are at their potential levels. Also, given the narrowly defined situations
in which these credits are made available for MFS filers, MES filers may need assistance in understanding their
eligibility.

Finally, using audit results from a stratified random sample of individual income tax returns, we find that
MEFS status is susceptible to misreporting. During TYs 2006—2014, an average of 1.74% of returns were filed
as MFS each year, but the audit results suggest that 2.68% of returns should have used this filing status. The
vast majority of these misreporting cases involved erroneous claims of single or head-of-household status by
audit-determined MFS filers. However, a small percentage of taxpayers incorrectly claimed the MFS status and
as determined by the audit examiner, should pay a lower tax than the amount they reported on the tax return.

II. Tax Rules for Married-Filing-Separately

Prior to the enactment of joint taxation for married couples in 1948, the U.S. income tax system had only one
filing status applied to all individuals regardless of marital status. With the creation of joint taxation in 1948,
the joint status was used by married individuals, and the single status was used by unmarried individuals,
as well as by married individuals who elected to file separate returns. At that time, the tax bracket schedules
were designed in a way that all married couples paid no more federal income tax by filing jointly than they
would if they filed separate returns using the single status. That is, there were federal income tax benefits, but
no tax penalties, for married couples to file joint returns. Subsequent tax cuts were extended to unmarried
individuals, which resulted in the marriage penalty and led to disparate tax schedules applied to different
groups of non-joint filers. Specifically, head-of-household status was created in 1951 and expanded in 1954
to reduce the tax burden on unmarried individuals who had family responsibilities; the bracket widths for
unmarried individuals who did not qualify as heads of households were broadened by the Tax Reform Act of
1969 (TRA69). In contrast, the tax schedule for married individuals who filed separate returns was maintained
in these legislations.

As aresult of the TRA69, married taxpayers who filed separate returns faced a different tax schedule from
that for single taxpayers, effective in TY 1971. In addition, not only was MEFS status less favorable than MF]J
and head-of-household statuses, but it was also less favorable than single status. Despite frequent tax changes
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after 1969, the bracket disadvantage associated with the MFS status has never been eliminated. Table A-1in the
Appendix shows the tax brackets by filing status for TY 2022.

A taxpayer’s marital status for tax filing purposes is determined by the taxpayer’s status on the last day of
the tax year.> A person is considered not married if the person is legally separated from the spouse, accord-
ing to the state law, under a final decree of divorce or separate maintenance. A married couple can elect to
file a joint return using the MFJ status or separate returns using the MFS status. In addition, certain married
individuals who live apart from their spouses are considered as unmarried for filing status under the so-called
abandoned spouse rules. The abandoned spouse rules are met if the taxpayer furnishes over half of the cost of
maintaining the household that constitutes the principal place of abode of the taxpayer and a qualifying child
for more than half of the tax year, and the taxpayer’s spouse is not a member of the household during the last
6 months of the tax year. Figure 1 displays a flow chart on the determination of marital status for tax purposes
and the filing status for married taxpayers.

FIGURE 1. Determination of Marital Status and Applicable Filing Status

-~ ~

Applicable filing status:
s ~ head-of-household

Do you meet the
abandoned spouse
requirements?®

Were you considered
married for tax purposes N ~
during the last day of the -

relevant taxable year?®

Applicable filing statuses:
married-filing-jointly or
married-filing-separately

Applicable filing statuses:
single or head-of-
household

p. y

2Per the Internal Revenue Code (IRC) Section 7703(a), an individual legally separated from the spouse, according to the state law, under a decree of divorce or of sepa-
rate maintenance, is not considered married for tax purposes.

Per IRC Section 7703(b), a married individual meets the abandoned spouse requirements, and thus is considered as unmarried for filing status, if (i) the taxpayer main-
tains as his home a household which constitutes for more than one-half of the tax year the principal place of abode of a qualifying child, (ii) the taxpayer furnishes over half
of the cost of maintaining the household during the relevant taxable year, and (iii) the taxpayer’s spouse is not a member of the household during the last six months of the
taxable year.

As the tax system became more complex, an increasing number of provisions contributed to the unfavor-
able tax outcome for the MFS status relative to other filing statuses. MFS filers face limited eligibility for tax
credits. They were not eligible for the EITC until TY 2021 when limited exceptions were allowed. They have
very limited eligibility for the PTC and the Child and Dependent Care Tax Credit (CDCTC). They cannot take
the education credits and the adoption tax credit at all, and are eligible for a reduced amount of the saver’s
credit. In addition to the unfavorable treatment with respect to tax credits, other rules lead to a higher tax li-
ability for MFS status.® Specifically, MFS filers cannot take the exclusion for adoption expenses, the deduction
for student loan interest, or the exclusion for interest income from qualified U.S. savings bonds used for higher
education expenses. The maximum amount of the child and dependent care exclusion is half the size for MFS
filers than for other taxpayers. If one spouse claims itemized deductions on the MFS return, the other spouse
cannot take the standard deduction. In certain situations, MFS filers cannot claim the credit for the elderly
or the disabled and must include in income a higher percentage of Social Security benefits. In addition, the
income range of the phase-out schedule for the save’s credit, the Child Tax Credit (CTC) and the credit for
other dependents (ODC), as well as the exemption level for the Alternative Minimum Tax and the capital loss

If a spouse dies during a tax year, the determination is made as of the time of the death.
¢ Refer to IRS Publication 501.


https://www.irs.gov/pub/irs-pdf/p501.pdf
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deduction limit are lower for MFS status than for MF]J status. These tax features could further increase the tax
liability associated with MFS status for some married couples.

MES filers are eligible to claim the PTC,” EITC,* and CDCTC’ in limited circumstances. In March 2014,
the IRS extended eligibility for the PTC to victims of domestic abuse and spousal abandonment, but a taxpayer
cannot claim this relief for more than 3 consecutive tax years. To be eligible, the taxpayer must live apart from
the spouse at the time of filing the tax return. A taxpayer is a victim of spousal abandonment if they cannot
locate the spouse after a reasonably diligent effort is made (Mitchell (2016)). Beginning in 2021, separating
couples who file as MFS may claim the EITC if they are separated under a legally binding, written separation
agreement (but not a decree of divorce) and live apart from their spouses at the end of the tax year, in addition
to meeting the same eligibility rules as the EITC. MEFS filers may also be eligible to claim the EITC if they meet
the abandoned spouse rules except for the household maintenance test. As for the CDCTC, MFS filers may be
eligible to claim the credit if they meet the abandoned spouse rules except that the household they maintain is
the home they reside in with a qualifying person for the CDCTC purposes (e.g., a disabled sibling) who is not
a dependent child." Table 1 summarizes the credit eligibility rules for MFS filers, most of which are similar to
the criteria for being considered as unmarried for filing status.

For some married taxpayers, electing MFS status may result in a lower tax liability than filing jointly. If one
spouse has low income and significant deductions subject to an AGI floor, it is possible that filing separately
is advantageous. For example, medical expenses are deductible to the extent that expenses exceed 7.5% of a
taxpayer’s AGI. In the same manner, prior to 2018, business, investment, and certain miscellaneous expenses
were deductible, subject to a 2% AGI floor. In a different scenario, if either spouse is a nonresident alien at
any time during the tax year, the couple cannot file as MFJ and each spouse generally uses MFES status to re-
port income subject to U.S. tax. However, U.S. persons married to a nonresident alien may elect to treat the
nonresident alien spouse as a resident alien and file a joint federal income tax return. With this election, the
worldwide income of both spouses is subject to U.S. income taxation, which can lead to undesirable tax con-
sequences (Drumbl (2016)). Finally, based on the laws and regulations at the state level, the filing status choice
on the federal return(s) may inform or determine the filing status the spouses may use on the state return(s).
The filing status that minimizes the federal income tax liability may not be the same status that minimizes the
total federal and state income tax liability. This paper focuses on the federal tax liability and leaves the choice
of filing status when state tax is considered for future research.

7 Refer to IRS Publication 974.
8 Refer to IRS Publication 596.
°  Refer to IRS Publication 503.
10 If the qualifying person for the CDCTC is a qualifying child, then the filer will meet all the abandoned spouse rules and may file as head-of-household.


https://www.irs.gov/pub/irs-pdf/p974.pdf
https://www.irs.gov/pub/irs-pdf/p596.pdf
https://www.irs.gov/pub/irs-prior/p503--2022.pdf
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TABLE 1. Criteria for MFS Filers To Qualify for Tax Credits

Criteria or variations

Furnishes over half of the
cost of maintaining the

Criterion for a
married
individual to
file as head-
of-household

When electing MFS status, is the criterion necessary to qualify for...

EITC: either (1) or (2)

™M ()
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. Yes cipal place of abode Yes Yes
cipal place of abode for a o
ualifying child for more than el & GYElL )
q CDCTC person for
one-half of the tax year
more than one-half
of the tax year
, ) Spouse does not Spouse does
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Yes Yes Yes household at the  same household

during the last 6 months of
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filing
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year

Taxpayer and spouse are
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binding written separation Yes
agreement or a decree of
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Is unable to file jointly be-

cause the taxpayer is a vic-

tim of domestic abuse or is Yes
unable to locate the spouse

after reasonable diligence

All of the above

All of the and PTC eligibil-
All of the above All of the above and above and All of the above ity are met;
Note CDCTC eligibility S and EITC eligibil-  cannot use the
are met EITC eligibil- . .
are met . ity are met relief for more
ity are met

than 3 consecu-
tive years

Data source: Author tabulation of tax rules and instructions in IRS publications.

III. Possible Non-Tax Reasons To Claim Married-Filing-Separately Status

Some married taxpayers may file as MFS involuntarily. Treasury regulations, as outlined above, allow domestic
abuse and spousal abandonment exceptions for MFS filers to claim the PTC. In the instance of spousal abuse,
the perpetrator may be noncooperative, refusing to furnish the necessary financial information needed to file
jointly. It is also possible that the victim has left the home and does not wish to contact the abuser to file a
joint return. For spousal abandonment, if the taxpayer does not have dependent children, does not meet the
household maintenance test, or does not live apart from the spouse for the last six months of the tax year, the
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taxpayer is considered married and, because the spouse cannot be located, the taxpayer would have no choice
but to file as MES. With the PTC exception, the taxpayer may take the credit.

Married couples may file separately if each spouse would like to be responsible only for their own tax
liability. In general, when a joint return is filed, both spouses are responsible for the tax and interest or penal-
ties due on the return except for limited situations. Married taxpayers may file separately if they distrust that
the spouse is accurately reporting the financial situation for tax purposes. In these cases, electing MFS status
protects a taxpayer from IRS audits conducted on the spouse’s tax return. Along a similar vein, choosing MFS
status could protect a married person from being liable for the spouse’s tax bill or from a refund offset that
applies to the spouse. Estranged spouses who no longer live together or who do not have an emotionally co-
dependent relationship may not share financial information to file a joint return. Couples in the process of get-
ting a divorce may file separately to avoid the potential hassle of dealing with the IRS on a joint return after the
divorce. It is not uncommon for couples in the process of a divorce to file separate returns. These individuals
may use MFS status if they are not legally separated under a required court action or do not meet the specified
rules such as living apart for the last 6 months of the year. Finally, married couples may file separately simply
because the spouses want to stay financially independent.

One scenario in which it may be financially beneficial for married couples to file separate returns is if a
taxpayer has large student loan expenses subject to an income-based repayment plan (Drumbl (2016)). When
married taxpayers file jointly, the repayment amount will be based on the spouses’ total incomes and therefore
may be higher than if they file the tax separately. Lastly, married taxpayers may simply, and unfortunately, file
separately because they lack access to necessary and accurate tax advice on what filing status would provide
the most beneficial tax outcome.

IV. Data Analysis

A. Shares of MFS Returns and Income Distribution

Table 2 presents the shares of returns by filing status. Between TYs 2011 and 2020, the percentage of MFS re-
turns grew steadily from 1.8% to 2.4% of total returns each year. MFS filers, along with single filers, have made
up a rising share of the tax-filing population over the past decade. Conversely, the shares of MF] and head-
of-household filers have declined. Thus, MFS returns, despite constituting a small fraction of all returns, have
increased in relative and absolute terms. Counting each MFJ return as two married filers, the share of married
filers used MFS status increased from 2.4% to 3.4% during the period. Because some separate-filing spouses
claimed head-of-household status, including these individuals resulted in 3.6% of married filers filing separate
returns for TY 2020.

TABLE 2. Shares of Returns by Filing Status, 2011-2020

Toxvoar  Neberof Al Maried fiing: Maried g Hesdof, warri irs

Using MFS
2011 145,370,240 36.7% 1.8% 15.2% 46.3% 2.4%
2012 144,928,471 37.1% 1.8% 15.1% 46.0% 2.4%
2013 147,351,298 36.6% 1.9% 14.9% 46.5% 2.5%
2014 148,606,578 36.3% 2.0% 14.9% 46.8% 2.7%
2015 150,493,262 36.1% 2.0% 14.7% 47.2% 2.7%
2016 150,272,156 36.0% 2.0% 14.4% 47.5% 2.7%
2017 152,903,232 35.8% 21% 14.3% 47.8% 2.9%
2018 153,774,296 35.7% 21% 14.2% 48.0% 2.9%
2019 157,796,805 34.7% 2.4% 13.7% 49.2% 3.3%
2020 164,358,794 33.7% 2.4% 13.1% 50.9% 3.4%

Data Source: Author calculations from data published in IRS SOI Publication 1304, Individual Income Tax Returns Complete Report (years 2011 through 2020).
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By TY 2020, 3.9 million taxpayers filed as MFS. Table 3 breaks down the returns by AGI for each filing
status in TY 2020, the most recent year for which the IRS’s published statistics are available (IRS (2020)). MFS
filers were represented in all income segments, but the fractions were higher than average for the income range
of $30,000 to $100,000. Compared with other filing statuses, the income distribution suggests that MFS filers
had higher income relative to single and head-of-household filers. In addition, when the spouses” incomes on
separate returns were added to arrive at couple-level income, Table 3 shows that separate-filing couples were
more likely to have income below $100,000, and less likely to have income of $100,000 or more, compared to
joint-filing couples.

TABLE 3. Distribution of Income by Filing Status for TY 2020

Grgsdéulit::me All Returns Filmztjiﬁ;tly MFe:Iri::Z(.’ Hﬂiz:-hoofl-d Single Cg:sl‘e;tziltgg
(AGI, $) Separately
<0 3.2% 1.7% 4.0% 1.2% 4.7% 3.0%
0-15k 18.9% 5.2% 13.1% 14.8% 29.2% 6.8%
15k-30k 17.8% 7.6% 15.1% 29.2% 21.7% 8.2%
30k—50k 18.2% 11.5% 24.7% 27.9% 19.8% 13.4%
50k—75k 13.8% 14.7% 20.1% 14.4% 12.7% 18.0%
75k—100k 8.7% 14.7% 9.2% 6.1% 5.5% 15.0%
100k—200k 13.6% 30.2% 11.2% 5.2% 5.0% 26.0%
200k—-500k 4.6% 11.5% 1.8% 1.0% 1.1% 8.2%
500k—1 million 0.8% 1.9% 0.4% 0.1% 0.2% 0.8%
=1 million 0.4% 0.9% 0.3% 0.1% 0.1% 0.6%
Total 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%
Count 164,358,792 55,322,922 3,919,416 21,463,538 83,652,916 2,026,869

Data Source: Author calculation of the IRS Statistics of Income publications (IRS (2020)) and individual income tax returns filed for TY 2020.

20f all MFS returns filed for TY 2020, 2.45 million returns can be paired, based on the taxpayer’s and the spouse’s identification numbers provided on the returns, as
being filed by 1.22 married couples. Approximately 0.26 million MFS filers had a spouse who claimed the head-of-household status, and another 0.54 million MFS filers
had a spouse who did not file a tax return, who we assumed had no income. The total includes 2.02 million married couples where at least one spouse filed as MFS.
Couple-level income cannot be calculated for MFS filers who did not provide information about the spouse’s taxpayer identification number. These filers are not included
in this column.

B. Tax Penalty for Filing Separately

One way to assess the reasons why married couples file separately is to understand the prevalence and the level
of tax penalty and bonus faced by MFES couples. The source of data we use for this evaluation is the population
of approximately 31.8 million MFS returns filed for TYs 2013 to 2021. When a married couple files separately,
the two MFS returns could be paired and the potential tax liability of the couple filed jointly can be calcu-
lated and compared with the combined liability on the separate returns. MFS filers are instructed to enter the
spouse’s name and either the Social Security Number (SSN) or Individual Taxpayer Identification Number
(ITIN) on the tax return. We link an MFS return to the spouse’s MFS return where the spouse’s identification
number matches the filer’s identification number on another MFS return. This link results in 9.3 million mar-
ried couples where both spouses claimed the MFS status for a total of 18.6 million MFS returns in the data."

A large number, about 13.2 million, of MFS returns in our file are not linked to another MFS return for the
spouse for various reasons. First, about 2.2 million MFS filers had a spouse who claimed the head-of-house-
hold status. For the analysis, we use the information reported on the spouses’ head-of-household returns to
calculate the couples’ tax liability if filing jointly. Next, 2.1 million 1040-NR returns were filed by nonresident
aliens who did not provide the spouse’s Taxpayer Identification Number (TIN), either the SSN or ITIN. We

' In some cases, a spouse’s MFS return is found but the match is not two-way. That is, return A has the spouse’s Taxpayer Identification Number (TIN), either
the Social Security Number or Individual Taxpayer Identification Number matched to the TIN of the filer on another MFS return B, but return B does not list a
spouse corresponding to the filer’s TIN on return A. Our analysis treats the two returns as filed by a married couple. See Table A-2 in the Appendix for details of
the spouse-matching results.
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assume the spouse was also a nonresident alien and exclude these 1040-NR MEFS returns from analysis because
these couples cannot use MFJ status. In addition, we exclude another 4.4 million MFS returns for which the
spouse’s TIN was missing or the spouse’s TIN was found on a joint return for the same tax year because it is
not straightforward as to how to determine these spouses’ tax liability when filing as MFS."? For the rest of the
4.5 million unmatched returns, for which the spouse’s identification number was available and did not appear
on any tax return for the same tax year, the analysis assumes that these spouses were nonfilers and did not
have income. We present results including and excluding these nonfiler cases. Also, Table A-2 in the Appendix
shows the counts and percentages of the MFES returns with the various matching outcomes.

We use the TAXSIM model (Feenberg and Coutts (1993)) to simulate a couple’s federal tax liability when
the couple files jointly as well as the spouses’ combined federal tax liability when filing separately.” We then
take the difference between the two simulated liabilities (in 2021 dollars) to calculate the tax penalty (in nega-
tive values) and bonus (in positive values) facing the couple when the spouses file separate returns. We use a
threshold of $5 to define the separate filing penalty or bonus. That is, a couple is considered as having a sepa-
rate filing penalty (bonus) when the combined liability on the two separate returns is higher (lower) than the
liability on the joint return by more than $5. The evaluation of the penalty or bonus is at the couple level, and
the outcome for a couple applies to both spouses in the matched cases.

Table 4 presents the simulation results for all MFS returns as well as for MFS returns where both spouses
filed a return. The average separate filing penalty is $646 for matched MFS returns and $987 for all MFS
returns, including nonfiler cases. Most MFS filers face a separate filing penalty; about 53% of matched MFS
filers and 59% of all MFS filers have a penalty, averaging $1,863 and $2,140, respectively. Slightly fewer than a
quarter of MFS filers face the same liability filing separately or jointly, whereas about 19% to 23% have a bonus
by filing separately, with a bonus amount of $1,513 on average. To put the amount of penalty and bonus in
context, the total separate filing penalty represents about 12% (for matched returns) or 17% (for all returns) of
the total joint liability for those who face a separate filing penalty. In comparison, the total separate filing bonus
as a ratio of total joint liability is about 9%.

12 Future research may explore ways to incorporate the spouse’s tax information for the 3.2 million MFS returns with a missing spouse TIN through returns filed in
different years.

3 For this paper, we use TAXSIM version 32.
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TABLE 4. Mean Variables of Tax Simulation Results for MFS Returns

Separate Filing

Separate Filing

Variable Penalty Neutral Bonus
Tax penalty ($)2 -987 -2,140 0 1,513
Fraction of all returns 100% 59.35% 21.93% 18.72%
Penalty as % of joint liability® -7.45% -17.34% 0% 9.15%
Adjusted gross income ($) 58,244 58,456 49,727 67,553
Age 46.96 47.51 45.99 46.37
Itemizer (0/1), self or spouse 0.3351 0.2902 0.1699 0.6713
Child tax credit (0/1) 0.1698 0.1786 0.1364 0.1811
EITC on joint return (0/1) 0.1041 0.1560 0.0054 0.0552
CDCTC on joint return (0/1) 0.0267 0.0236 0.0005 0.0673
Number of dependents 0.3251 0.3493 0.2454 0.3417
Any dependents (0/1) 0.2136 0.2235 0.1732 0.2295
Number of observations 24,761,774 14,695,734 5,431,231 4,634,809
Fraction with penalty or bonus by spouse filing status:
Spouse MFS 100% 56.73% 26.78% 16.49%
Spouse head-of-household 100% 24.01% 2.22% 73.76%
Spouse nonfiler 100% 88.11% 11.89% 0%
Tax penalty ($)? -646 -1,863 0 1,513
Fraction of all returns 100% 53.16% 24.09% 22.75%
Penalty as percent of joint liability® -4.13% -11.77% 0% 9.15%
Adjusted gross income ($) 61,533 61,523 55,871 67,553
Age 46.62 47.44 45.03 46.37
Itemizer (0/1), self or spouse 0.3636 0.3180 0.1736 0.6713
Child tax credit (0/1) 0.1610 0.1602 0.1439 0.1811
EITC on joint return (0/1) 0.0630 0.0924 0.0054 0.0552
CDCTC on joint return (0/1) 0.0325 0.0320 0.0005 0.0673
Number of dependents 0.2969 0.3033 0.2406 0.3417
Any dependents (0/1) 0.2020 0.2025 0.1750 0.2295
Number of observations 20,376,065 10,831,696 4,909,576 4,634,793

Data source: Individual income tax returns filed for TYs 2013-2021.

Notes: The data contain 31,805,626 MFS returns. A total of 6,508,7554 returns are excluded from the analysis either because both spouses are nonresident aliens or the
spouse’s tax liability is not readily determinable. Another 99 observations are dropped in simulation due to missing variables. The table also excludes 543,998 returns

(or 2.1% of returns in simulation) for which the difference between the simulated federal tax and the reported tax for either spouse is greater than $15,000, following an
approach in Lin and Tong (2017). All money amounts are in 2021 dollars.

a The tax penalty evaluated at the couple level is applied to the spouse(s).
b This is the ratio of total penalty to total tax.

Table 4 shows that MFS filers in tax-neutral status have the lowest income of the three groups of MFS filers
by penalty status. Low-income taxpayers may have no tax liability under either filing status and, thereby do not
incur either the penalty or bonus. In addition, given the tax-related reasons for filing separately, as expected,
claiming itemized deductions is positively related to having tax savings by filing separate returns. Nearly 70%
of those with a bonus itemized their deductions, compared to the average rate of 35% for all MFS filers. Not
reported in the paper, the bonus rate dropped by 40% in TY 2018 after the enactment of tax changes in the Tax
Cuts and Jobs Act (TCJA) that significantly lowered the fraction of taxpayers who benefited from itemizing
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deductions. Specifically, for MFS filers matched to the spouses’ returns, the share with the bonus declined from
28% before 2018 to 17% in 2018, and the share with the bonus for all MFS filers, including those with nonfil-
ing spouses, declined from 23% to 14%. Another variable that is positively associated with the bonus status is
taxpayer income, which may be related to the presence of itemized deductions.

In contrast, the separate filing penalty is more prevalent among individuals who would receive the EITC
when they filed jointly. Because MFS filers generally cannot claim the credit, claiming it when filing a joint
return would result in the separate filing penalty. About 16% (9%) of all (matched) MFS filers with the separate
filing penalty would receive the EITC when filing jointly, exceeding the average rate of 10% (6%). For the same
reason, the bonus rate was high, and the penalty rate was low, for MFS filers whose spouses filed as head-of-
household because the head-of-household spouses could claim the EITC on their own returns. The bottom
three rows of the top panel show the penalty percentages by the spouse’s filing status. Only 24% of MFS filers
with a head-of-household spouse incur the separate filing penalty, compared to 59% of all MES filers.

C. Longitudinal Data on the Use of MFS Status

No data are available to accurately group MFS filers by reason for electing this status. We hypothesize that the
duration for which an individual uses this filing status may inform the possible reason. In many of the sce-
narios as laid out above, the situation, such as if the couple is going through a divorce or if a separating couple
misses the 6-month test in the first taxable year, but continues to live apart in future years, may be temporary.
Hence, couples with shorter MFES election periods may be in transition from being married to single or have
temporary difficulties in filing jointly. A long duration of MFS claims may indicate a prolonged separation with
neither spouse meeting the abandoned spouse rules or any longer-term scenarios such as when spouses would
like to keep tax or financial independence. Persistent MFS elections may also suggest a tax bonus from filing
separate returns. Understanding the distribution of the length of MFS claims also helps to assess the extent
to which a policy or tax law change affecting this filing status would have a short-term or long-term effect on
taxpayers.

During the 9-year period from 2013-2021, about 13.4 million individuals with unique TINs claimed the
MES status for a total of 31.8 million tax returns. Calculating the number of years for which an individual used
this filing status, we find that the majority of individuals who ever claimed the MFS status used it for a relative-
ly short period a time. Table 5 shows that more than half of the individuals claimed the status for only 1 year,
and nearly 80% used it for 3 years or shorter. However, about 5% of those who ever claimed the status did so for
more than 7 years. On average, long-term users of MFS status are older and have a higher income compared
to short-term users, with the average age and AGI increasing with the number of years for filing separately.
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TABLE 5. Characteristics and the Percentages of Taxpayers by Duration of MFS Claims in
2013-2021

Nu_mber of Y_gars Percentage of All Accumulated Mean Age in 2021 Grlc\)nsesarllnﬁgﬁ:t&eGl)

with MFS Filing MFS Filers Percentage in 2021$
1 51.7% 51.7% 46 $55,290
2 18.3% 70.0% 48 $59,228
3 9.8% 79.8% 49 $64,292
4 6.0% 85.8% 51 $65,794
) 4.1% 89.9% 53 $67,757
6 2.9% 92.8% 54 $73,397
7 2.3% 95.1% 55 $74,360
8 1.9% 97.0% 57 $98,647
9 3.0% 100.0% 61 $118,026

Data source: Individual income tax returns filed as MFS for TYs 2013 to 2021.

Notes: Results in this table are calculated based on 13,370,930 individuals who ever filed as MFS in 2013-2021. For the mean AGl listed in the last column, we
calculate the average AGI in 2021 dollars of each individual over the years when they filed as MFS, and then take the mean of the individual-level average across all
individuals.

V. Complexity, Equity, and Compliance

Determining the filing status can be confusing for couples who are separated or in the process of getting a
divorce. Taxpayers may not know if their separation agreement or living situations meet the standard of being
considered as unmarried for filing status purposes. Under the tax code, separating couples are considered as
unmarried only if they are separated under a court action recognized by state law as permanently severing the
marriage relation. This definition excludes a non-final decree of divorce, a legally binding written separation
agreement, or a court order of support. Further complicating the situation, due to differences in state law, the
court action that meets the standard of legal separation varies across states (Ulven (1992)). As stated above,
the tax code also provides an exception for married couples living apart to be considered as unmarried. The
abandoned spouse rules are determined based on the couple’s living arrangements, but they do not apply to
separating individuals who do not have dependent children, do not live apart from their spouses for a required
period, or do no furnish more than half of the cost of maintaining the household.

These restricted rules in defining marital status can disadvantage low-income taxpayers going through a
separation or divorce. Low-income taxpayers may lack the resources to obtain tax advice that would help them
minimize tax liability and determine the correct filing status. Consequently, they may be prone to paying a
higher tax by filing separately or using an incorrect filing status inadvertently. In addition, a study finds that
couples in prolonged separation tend to have low family income, have young children, and be racial and ethnic
minorities (Taxpayer Advocate Service (2012)). Couples in extended separation may have no choice but to file
separate returns from their estranged spouses because the spouse cannot be located or refuses to file jointly.
However, they may remain married for a long time for tax filing purposes because they are not legally sepa-
rated under a required court action and do not meet the abandoned spouse rules. For low-income taxpayers,
the requirement to furnish more than half of the cost of maintaining the household can be particularly chal-
lenging as means tested public programs, such as food stamps and rental subsidies, count as outside support.

To a limited extent, this equity concern over vulnerable taxpayers was addressed by allowing certain MFS
filers to claim a tax credit. Given the narrowly defined circumstances in which MFS filers may be eligible for
these credits, as described in Section II, and the similar, but disparate, eligibility rules for each credit, it is
important for low-income MFS filers to receive necessary assistance in understanding their eligibility. Table
6 shows the fractions of MFES filers who received the PTC, EITC and the CDCTC. The PTC was claimed by
0.6%—1.8% of MFS filers each year, with the fractions increasing gradually over the period. About 2% of MFS
filers claimed the EITC in 2021, the first year in which the credit was extended to MFS filers. A persistent small
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fraction, less than 1%, of MFS filers claimed the CDCTC each year. With slightly fewer than 4 million taxpay-
ers filing as MFS in recent years, only approximately 40,000 (1% of total) to 80,000 (2% of total) MFS filers
claimed each of these credits. This result suggests that the special rules that relax the credit eligibility for MFS
filers in sympathetic circumstances have created several very small groups of MFS filers claiming various tax
credits. However, whether the current claims represent their potential levels is largely unknown because it is
difficult to assess taxpayer eligibility under these special rules.

TABLE 6. Share of MFS Filers Claiming Certain Tax Credits, 2013-2021

Tax Year PTC EITC CDCTC®
2013 X X 0.6%
2014 0.6% X 0.5%
2015 1.1% X 0.4%
2016 1.3% X 0.5%
2017 1.4% X 0.5%
2018 1.5% X 0.5%
2019 1.4% X 0.5%
2020 -2 X 0.4%
2021 1.8% 2.0% 0.9%

Data source: Individual income tax returns filed as MFS for TYs 2013-2021.

Notes: The table is calculated based on a total of 31,805,626 MFS returns. “X” indicates that the credit was not available in the year (PTC) or not available for MFS
status (EITC).

a We cannot use the same tax forms to calculate the share of MFS returns claiming the PTC for 2020 due to a temporary change in the requirement to repay excess
advance payments of the PTC for that year.

b For TYs 2013-2020, the share is calculated based on the claims reported on Form 1040. We cannot use the same tax variable for 2021 due to the temporary
expansion of the credit that resulted in changes to the tax form. The reported share for 2021 reflects the percentage of returns reporting the child and dependent care
expenses on Form 2441.

According to the IRS, claiming an incorrect filing status is one of the common errors taxpayers make on
their returns.' Not only do the complex rules increase the likelihood that taxpayers make inadvertent errors in
filing status, but the lack of third-party information about individuals’ marital status and living arrangements,
coupled with the disparate liabilities across filing statuses, also makes filing status susceptible to intentional
errors. Absent an audit, IRS does not know whether a previously married person has the required court action
for legal separation to be considered as unmarried. In addition, facts and circumstances of married couples
living apart are similar to those of unmarried persons filing as single or head-of-household, especially because
the abandoned spouse rules for married filers resemble the criteria for the head-of-household status for un-
married filers. Using data from random audits from TYs 2006-2008, Leibel (2014) finds that about 4% of all
EITC claimants, including 2% of single taxpayers and 9% of head-of-household taxpayers claiming this credit,
had MFS as the audit-determined filing status and thereby were ineligible for the credit. Hence, although the
special rules that allow MFS filers to claim certain credits add to tax complexity, they may reduce the incentive
for separating couples to misreport filing status as unmarried persons to claim the credits.

We investigate the extent of taxpayer reporting errors associated with MFS status using data from random
audits. Table 7 shows the results from the audits of a stratified random sample of individual income tax returns
conducted by the IRS’s National Research Program (NRP) for TYs 2006-2014. During this period, an average
of 1.74% of tax returns claimed the MFS status each year. However, according to the filing status determined
by the examiner, an average of 2.68% of tax returns should have claimed this filing status. The additional 0.94
percentage points come from 1.02% of returns that should have filed as MFS, but erroneously used either
head-of-household (making up 79% of the erroneous claims) or single (the remaining 21% of the erroneous
claims) status. This is net of 0.08% of returns that should have filed as MFJ, but erroneously used the MFS
status. Overall, there is a large degree of misreporting associated with MFS status (1.10% of all returns) relative
to the level that should be reported (2.68% of all returns).

14 Refer to IRS tax tips for common errors on a return (https://www.irs.gov/newsroom/common-errors-on-a-tax-return-can-lead-to-longer-processing-times).
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TABLE 7. Filing Status Errors Associated with MFS Status, 2006-2014

Corrected Filing Status Is MFS (% of All Returns)

Reported Filing Status
Is MFS
(% of All Returns)

Data source: The NRP 1040 Study, 2006-2014.
Note: Results in this table are calculated based on 126,668 tax returns in the NRP 1040 Study for TYs 2006—-2014.

For the total 1.10% of returns that made filing status errors associated with MFS status, we investigate the
tax adjustments recommended by NRP examiners for these returns.”” Table 8 shows the results by the type
of errors. For returns where the filing status was changed from single or head-of-household to MFS by the
examiner, the vast majority, or 96%, had a positive adjustment, meaning that the audit-corrected liability ex-
ceeded the liability reported on the return. Also, nearly 70% of these returns, as determined by the examiner,
overclaimed the two child-related refundable credits. The audit-recommended increase in tax liability was
$4,196 on average, including a recommended decrease of $2,318 in the two refundable credits. For returns that
were corrected away from MFS status, 60% had a positive tax adjustment, whereas one-third had a negative
adjustment. Refundable credit errors were not prevalent among these returns. The fact that some taxpayers
overreported their liability by claiming the MFS status may indicate taxpayer confusion about their correct
filing status.

TABLE 8. Recommended Tax Adjustments for Returns Associated with MFS Filing Status
Errors

Reported Other Status, Reported MFS, Corrected to
Adjustment Type Corrected to MFS Other Status
Mean Std. dev. Std. dev.
Adjustment for tax after credits ($) 4,196 4,791 2,204 8,046
Positive adjustment (0/1) 0.9619 0.1915 0.5992 0.4924
Negative adjustment (0/1) 0.0139 0.1171 0.3372 0.4750
Adjustment for EITC and additional CTC ($) -2,318 2,497 -106 1,077
Negative adjustment (0/1) 0.6842 0.4651 0.0651 0.2480
Positive adjustment (0/1) 0.0118 0.1081 0.0463 0.2110
Number of observations 937 106

Data source: The NRP 1040 Study, 2006-2014.

Note: All money amounts are in 2021 dollars.

VI. Conclusion

Fewer than 4 million federal individual income tax returns were filed as MFS for TY 2020, representing only
2.4% of all returns or 3.4% of married filers. Because married couples generally face a higher federal income
tax liability by filing separate returns, this paper examines the characteristics of MFS filers to understand why
and how taxpayers use this filing status. We find that despite constituting a small share of taxpayers, MFS filers
consist of a diverse group of individuals by income and by how long they use this filing status. MFS filers were
represented in all segments of the income distribution and, while most MFS filers used the filing status for a

> Areturn can have multiple errors. The amount shown in the table does not distinguish the tax adjustment due to the filing status error from the adjustment due to
other errors.
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brief period, a small fraction used it for more than 7 years. This finding is by no means surprising because, as
documented in the paper, married taxpayers in different circumstances may file as MFES for a variety of reasons.

Our analysis further shows that most MFS filers incur a separate filing penalty by paying more federal
income tax than they would if they filed jointly with their spouses. Only 19%-23% of MFS filers enjoy a fed-
eral income tax bonus by filing separately, slightly fewer than a quarter of MFS filers face the same tax liability
between filing separately and filing jointly, and 53-59% have a separate filing penalty by claiming the MFS
status. The bonus status is positively associated with taxpayer income and the claim of itemized deductions. In
contrast, the separate filing penalty is more prevalent among MFS filers who would receive the EITC if filing
joint returns.

Finally, this paper considers complexity, tax administration, and compliance issues associated with the
MES status. Complexity arises because, for certain married taxpayers who are separated from the spouses,
their living arrangements may be akin to those of unmarried individuals, but they are not considered as un-
married for tax filing unless very specific criteria are met. Taxpayers who have difficulties in filing joint returns
but remain married must file as MFS, which makes them ineligible for various tax credits. Although the credit
eligibility rules were relaxed for vulnerable MFS filers in limited circumstances, the percentage of MFS filers
who claimed these credits was extremely low. Given the restrictive credit eligibility criteria, MFES filers may not
know about their eligibility without IRS outreach and assistance. Finally, due to the tax incentive for separating
persons to file as unmarried and a lack of third-party information for the IRS to verify filing status, compli-
ance with MFS status is a concern. Our analysis shows a large percentage of filing status errors are associated
with MFS status, some of which likely results from taxpayer misunderstanding about the correct filing status.
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Appendix

TABLE A-1. Tax Brackets by Filing Status, TY 2022

2022 Individual Income Tax Table

Taxable Income

Married-Filing- Head-of-

Married-Filing-Jointly Separately Household

Marginal Tax
Rate not over

10% $0 $20,550 $0 $10,275 $0 $14,650 $0 $10,275
12% $20,550 $83,550 $10,275 $41,775 $14,650 $55,900 $10,275 $41,775
22% $83,550 $178,150 $41,775 $89,075 $55,900 $89,050 $41,775 $89,075
24% $178,150 $340,100 $89,075 $170,050 $89,050  $170,050 $89,075 $170,050
32% $340,100 $431,900  $170,050 $215,950 $170,050  $215,950  $170,050 $215,950
35% $431,900 $647,850  $215,950 $323,925 $215,950  $539,900  $215,950 $539,900
37% $647,850 - $323,925 - $539,900 - $539,900 -

not over not over not over

Data source: IRS Revenue Procedure 2021-45.

TABLE A-2. Married-Filing-Separately (MFS) Returns by Spouse Matching Outcome

Count Percent of All (%)
All 31,805,626 100.0
1. Spouse’s MFS return was found 18,585,142 58.4
2. Spouse claimed head-of-household status 2,245,219 71
3. chZSSprsLuSrg was 1040-NR with a missing identification number for 2.135,598 6.7
4. \flg;c;unsc()-}t‘s1 (i)j%rj't\ilt;;:ation number was missing and the MFS return 3,206,243 101
5. Spouse filed a joint return 1,166,914 3.7
6. Spouse is a nonfiler 4,466,510 14.0

Data source: All MFS returns filed for TYs 2013-2021.
Note: MFS returns in groups (1), (2) and (6), or 79.5% of all MFS returns, are included in the simulation of the separate filing penalty.
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1. Introduction

Do women and men behave differently when faced with tax obligations? Abundant evidence from field in-
terventions (Wenzel (2006); Kleven et al. (2011); Alstadsaeter and Jacob (2013); Cabral et al. (2015); Advani
et al. (2017)) and laboratory experiments (Fortin et al. (2007); Bazart and Pickhardt (2011); Eisenhauer et al.
(2011); Castro and Rizzo (2014); Kogler et al. (2016); D’Attoma et al. (2017); D’Attoma et al. (2020)) shows that
women are more likely to comply with their tax obligations than men. The main hypotheses for explaining the
difference are that women are more risk-averse than men (Hibbert et al. (2013); Engstrom et al. (2015); Skatun
(2017); Charness et al. (2018)), and women have higher levels of tax morale than men (Alm and Torgler (2006);
Torgler (2005); Torgler and Valev (2010); Shafiq (2015); Cyan et al. (2016)).

If women are more likely to pay their taxes than men, does that imply they would respond more to a letter
from the tax agency? There is no consensus on this matter. If women exhibit higher levels of tax morale or are
more risk-averse, and noncompliance is driven by insufficient information or erroneous beliefs, an interven-
tion could potentially be more successful in altering their behavior.> However, the interventions impact cannot
be disentangled from their initial compliance level (potential ceiling effect) or disposable income (potential
corner solution).

In this article, we investigate whether women respond more to a message aimed at enhancing property tax
compliance by evaluating the results from Castro and Scartascini (2015) across gender. Castro and Scartascini
(2015) carried out a large field experiment exploring the determinants of property tax compliance in the mu-
nicipality of Junin, Argentina, in 2011. The experiment included three treatment arms: one emphasizing pen-
alty and detection probability (deterrence message), and two others conveying distinct tax morale messages
(reciprocity and peer-effects messages).

The city government calculates the property tax based on basic indicators, such as the linear size of the lot
fronting the street and the availability of public services in the neighborhood (serving as a low-accuracy proxy
for housing values) and issues a tax bill bimonthly. Information asymmetries are absent, leaving taxpayers with
a simple decision: to pay or not (no partial payments are accepted). The tax design, monitoring, availability of
payment plans, or any other associated aspects do not factor in gender.

Our empirical findings reveal that women pay more than men, both at baseline and post-intervention.
The data also suggest that women, following receipt of the deterrence message, tend to make earlier payments,
hence increasing the likelihood of timely payment (intensive margin). However, overall compliance remains
unchanged—those initially disinclined to pay remain unaffected by the intervention. In contrast, men in the
treatment group exhibit an increased propensity to pay compared to their counterparts in the control group
(extensive margin).

We would like to thank the staff of the Municipality of Junin during Mayor Mario Meoni’s tenure for providing the data, Lucio Castro for helping with the original
data collection and intervention, and the Institutional Capacity Strengthening Fund (ICSF) of the Inter-American Development Bank, funded by the Government
of the People’s Republic of China, for its financial support for the original data collection. We have benefited from comments by many colleagues at numerous
seminars and conferences. Our gratitude to all of them. The opinions presented herein are those of the authors and thus do not necessarily represent the official
position of the institutions to which they belong. This paper also appears as IDB Working Paper 1330. Available at https://publications.iadb.org/en/willing-unable-
pay-role-gender-tax-compliance.

'This would suggest an interior solution to the decision.
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To understand these intriguing results, we perform multiple analyses. Firstly, we study the heterogeneous
effects of the treatments and discover that the size of the tax liability impacts women’s compliance (higher
compliance at lower tax levels) but not men’, implying that women’s decisions may be contingent on their
financial situation.

Secondly, we employ survey data, targeted at the same population as the original experiment (though
not the same sample), to explore the differences in motivations and resources between men and women. The
survey data indicate that female-headed households are more likely to internalize enforcement probabilities
(i.e., they have a stronger belief in the city government’s enforcement capabilities). However, they are also more
likely to be poorer and perceive the tax as excessively high. These findings suggest that women are responsive
to the messages but may be hindered by budget constraints.

The context of the field experiment and the design of the tax point towards potential liquidity constraints.
Given that the property tax is independent of current income level, it may exceed a taxpayer’s budget. In
Argentina, mortgage financing is almost nonexistent, contributing to less than one percent of GDP, one of
the lowest rates globally. Thus, the correlation between wealth stock and income flow is less significant than
in other countries. This disconnect between taxation and current income is common in the developing world
due to shallow credit markets, limited options for leveraging assets as collateral, and heavy reliance on indi-
rect taxes—personal income taxes account for approximately 10% of total revenues in Latin America and the
Caribbean, in contrast to around 25% in the OECD (Corbacho et al. (2013); Acosta-Ormaechea et al. (2022)).}

To gain insights into these results, we introduce a simple analytical model where the only decision tax-
payers make is whether to pay the tax (with the government determining the size of the tax bill), mirroring
the scenario with property taxes. The model predicts that individuals with higher levels of tax morale or risk
aversion are more likely to enhance their compliance following an intervention that increases the perceived
likelihood of detection. However, liquidity constraints could force a corner solution: if the tax exceeds current
disposable income, individuals do not respond to the intervention.

Our results carry significant implications. Firstly, they highlight a gender disparity in compliance—wom-
en, given the same enforcement levels, comply more frequently than men. As a result, taxation could widen
post-tax income inequality between genders in countries with low enforcement where a significant portion of
the population evades taxes. This is compounded by the fact that women-led households typically have lower
incomes. Therefore, they are disproportionately affected in developing countries where a substantial share of
taxation is not income based. Secondly, reactions to the same messages vary across individuals, implying that
tax authorities might need to tailor their interventions accordingly. Lastly, liquidity constraints could influence
tax compliance when the tax base does not correlate highly with income.

2. Background and Data

The data for this analysis originate from a large-scale field experiment conducted by Castro and Scartascini
(2015) to investigate the determinants of property tax compliance in Junin, Argentina, in 2011. The city govern-
ment calculates the tax and sends the bills every two months. The property tax is levied on homes, farms, busi-
ness premises, and most other real estate in the city of Junin. The tax is calculated based on the length of the
street front of the property in meters (not on the size of the property nor its quality), the number of streetlights
around the property, and the trash collection and street cleaning services provided to the area where the prop-
erty is located. All these variables are known by the city government and cannot be influenced by the taxpayer.

The intervention introduced a message into the tax bill. Three distinct treatment messages were used: a
deterrence message detailing the penalties for late payment, a reciprocity message describing the uses of the
collected funds, and a peer-effect message providing information about the overall compliance rate. Each mes-
sage’s text can be found in Table 1. An example of the tax bill is available in Figure Al in the Appendix.

*  Moreover, in Argentina and other developing countries, a significant proportion of taxpayers owing income tax are part of a simplified tax regime. In these
regimes, the tax owed remains constant within broad income brackets. For instance, in Argentina in 2021, individuals at the lower bound of the first bracket paid
about 2% of their sales in income taxes, while those at the upper bound of the same bracket paid less than 1%.
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The tax has two due dates. The initial due date typically falls in the second week of the month, with the
secondary due date in the following week. While payment is expected by the initial due date, no late fees are
levied if payment is made by the secondary due date. Any outstanding liabilities incur a monthly compound
interest rate of 2%. We leverage this payment scheme to analyze compliance by gender at different times.*

The taxpayer database includes the names of each property owner and the individual responsible for pay-
ing the tax. From this information, we were able to infer the gender assigned at birth to the individual liable
for the property tax. In Argentina, parents are permitted to select their children’s names from a pre-approved
list of approximately 10,000 female and male names.” Using this list, we constructed a gender variable for 92%
of the sample, or about 21,500 taxpayers, 34% of whom were women.® There are only a few names that can be
used by both women and men. The gender variable is balanced across treatments, control groups, and all other
baseline observables (see Table A2 in the Appendix).

We use additional data from two external surveys to analyze the interplay between liquidity constraints
and the impact of the intervention. These surveys target the same demographic as the original experiment but
do not necessarily include the exact same individuals. The first survey, conducted by the city government fol-
lowing the intervention, targets the household member responsible for property tax payment and asks about
their attitudes towards the tax. The second survey is the Urban Household Survey of 2011 (Encuesta Anual de
Hogares Urbanos, EAHU), which we use to understand the characteristics of households led by women.”

3. Empirical Results

Does gender affect compliance? Using the baseline (pre-treatment) information, we find that women are more
likely to pay than men (44% versus 39%), to pay on time (24% versus 21%), and to have paid at least once in
the past (54% versus 49%). These results align well with the existing stylized facts in the literature. In addi-
tion, properties owned by female-headed households share some common characteristics. Their properties
are smaller and receive more public services from the municipal government, which means that they are more
centrally located. Men own more properties than women, on average. We control for all these characteristics
(the log of the number of properties of each taxpayer, the log of the average linear font size of the properties,
trash collection, and street lighting services) across our analysis. As we have mentioned, there is balance across
treatment and control groups (characteristics of the tax and property by gender and balance test are in Table
Al and Table A2 in the Appendix).

Building upon Castro and Scartascini (2015)’s treatment assignment and property tax payment scheme,
we assess three payment outcomes: payment by the first due date, payment by the second due date, and full
payment within the 2 months billing cycle (paid). Castro and Scartascini (2015) reported that the deterrence
message was the most successful on average for increasing compliance. Analyzing all individuals together,
taxpayers who receive the deterrence letter are more likely to pay by the first and second due dates and more
likely to pay overall.®

To explore gender disparities, we conduct two types of analysis. First, we introduce an interaction term
with the gender variable in Castro and Scartascini (2015)’s baseline regressions to assess gender differences in
treatment. Second, we examine the treatment effects within each gender sample (results are presented in Table
2).

The results show very little difference across genders. When examining the main variable of interest—the
payment of the tax by the end of the period—it appears that men respond slightly more to the reciprocity

* More details about the intervention are available in Castro and Scartascini (2015).
°  See https://data.buenosaires.gob.ar/dataset/nombres.
Due to data availability, our analysis is limited to gender differences assigned at birth.

The National Institute of Statistics and Censuses in Argentina (“Instituto Nacional de Estadiisticas y Censos”) conducts the EAHU annually. While the survey
represents the subregion level, it does not accurately represent the city level. Buenos Aires province is split into six subregions: Buenos Aires (city), Gran La Plata,
Bahia Blanca, Partidos del GBA, Mar del Plata, and several smaller cities combined into one region. Junin is included in this final region.

They are 2 percentage points more likely to pay by the first due date, 3 percentage points more likely to pay by the second due date, and 5 percentage points more
likely to have paid the tax bill. Our results are slightly different from those presented in Castro and Scartascini (2015) because our sample is smaller-we could not
infer the gender for all individuals.
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message. However, this result seems to be driven more by a decrease in compliance for women rather than an
increase for men, which aligns with the overall finding in Castro and Scartascini (2015). In their study, taxpay-
ers receiving more public goods from the government (in this case, women) showed a negative response to
the government’s depiction of the utilization of the tax revenue. Therefore, the observed effect appears to be
contingent on location rather than gender.

Given baseline differences across genders, what happens when we look within samples? Once we divide
the population according to gender, more significant differences appear, particularly for the deterrence mes-
sage, which has been shown to be the most relevant, on average. The deterrence message has two objectives: in-
crease the perception of risk as well as the salience of the penalty. It reminds the taxpayer of the legal tools the
city government has to collect unpaid taxes; this part of the message aims to increase the perceived probability
that the tax authority will enforce the penalty. The message also explains the fines for not paying, illustrating
how a compound interest rate works. This part of the message aims to make the fine more salient.

Looking first at paid (at the end of the period), we find that the deterrence letter did not significantly in-
crease the overall payment among women. Still, it increased the timeliness of payment (paid by the first and
second due date). For women who received the treatment letter, the probability of paying by the first due date
and the second due date was 4 percentage points and 3 percentage points higher, respectively, than the women
in the control group, both results significant at the 5% level. In contrast, it had a larger effect on payment be-
havior among men. Men who received the deterrence letter were more likely to pay overall than men in the
control group by 2 percentage points. There is no difference in the payment by the first due date between men
in the treatment and control groups. Men in the deterrence group are 1 percentage point more likely to pay
by the second due date than men in the control group, but that difference is only significant at the 10% level.
Figure 1 and Figure 2 summarize the results. These results are compatible with an analytical model with cash
constraints, which we describe next.

4. A Gender-Based Compliance Analytical Framework

There is some evidence that women are better taxpayers than men. There are two possible explanations in
the literature: women are more risk-averse and have higher levels of tax morale. Disposable income could be
another potential source of systematic differences in tax compliance if women face more liquidity constraints.
This mechanism would have the opposite effect by making women less likely to pay their tax liabilities. To
disentangle the impact of these three channels and focus on the role of enforcement in tax payments, we build
a simple model to understand compliance behavior, allowing for tax morale, risk aversion, and income dif-
ferences. In our model, available as an IDB Working Paper,’ the taxpayers maximize their expected utility of
after-tax income. They can pay their government-assessed tax, T, or they can enter a lottery, where they would
pay the tax and a fine, 0, with probability , or keep their full income with probability (I - p). Following Dwenger
et al. (2016), we model the intrinsic motivation to pay taxes, S, as a positive monetary value that is added to
the income after tax.

We find that, in equilibrium, there is a probability, p*, that makes individuals indifferent between paying
the tax or not. Suppose the taxpayer’s perceived probability of enforcement is lower than this indifference
probability. In that case, the taxpayer will decide not to pay the tax, but will pay the tax if the perceived prob-
ability is higher. This indifference probability decreases with respect to the intrinsic motivation parameter
and the coefficient of absolute risk aversion. Those individuals with higher tax morale or risk aversion should
react more to an intervention that increases the salience of the probability of being prosecuted for not paying
the tax. Consequently, if women have higher tax morale and risk aversion levels than men, as identified in the
broad literature, women will comply more than men and react more than men to an intervention.

While these predictions would hold for a tax proportional to income, predictions may be more nuanced
if there are liquidity constraints. In many developing countries, where credit and housing markets are under-
developed, the property tax is calculated based on some general characteristics of the house (such as lot and
construction size) and not on the house’s value. As such, the assessed tax may be disconnected from the asset’s

°  https://publications.iadb.org/en/willing-unable-pay-role-gender-tax-compliance
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value. Also, because mortgages are rare and owners cannot convert the asset into income flows, the tax may
be disconnected from current or liquid income. For instance, taxpayers were more likely to decrease their
consumption after an increase in the property tax in Mexico City (Brockmeyer et al. (2021)). To account for
this fact, we add a budget constraint given by a minimum required consumption level to the model. When the
disposable income (income minus assessed tax) is lower than the minimum level of consumption needed, the
taxpayer does not pay the tax (in the model and the actual world, partial payments of the property tax are not
possible). These cash-constrained taxpayers do not react to the intervention (tax agency deterrence message)
even if the message successfully alters their perceptions (i.e., they find themselves in a corner solution).

Therefore, given the stylized facts about gender differences in the literature, the model predicts that if
women have higher levels of tax morale or are more risk-averse, they will react more than men to an interven-
tion that increases the salience of the probability of being prosecuted for not paying the tax. If current income
of women is lower than that for men, then there is a higher probability that more of them will face a corner
solution and be unable to react even in the context of an intervention that increases their perceived probability
of detection.

5. Discussion

The analytical model shows that if women are financially constrained, then the empirical results where women
pay more on average—but those who do not pay do not react to the treatment—are plausible. To evaluate the
likelihood of this, we turn to survey data. First, we look at the data from a survey of taxpayers in the city of
Junin. Responses to the survey indicate that women indeed perceive higher levels of enforcement; see Figure
A2 in the Appendix. Women are also more likely to think the property tax is too high and say that they are
unwilling to pay a higher tax—see Figure A3 in the Appendix. Second, looking at the urban household survey,
we learn that female-headed households are poorer (male income is about 30% higher) and less likely to have
a steady income than male-headed households (men have a 13-percentage point higher probability); see Table
A3 and Figure A4 both in the Appendix.

Our findings, in addition to the suggestive evidence coming from the survey data, seem to indicate that
women might be more willing to pay taxes for fear of enforcement, react more to a deterrence treatment as
indicated by the model, but have lower resources to face a tax that is not highly correlated to income. We find
additional support for this hypothesis in the heterogeneous analysis by looking at the treatment’s impact ac-
cording to tax size. The effect of the deterrence letter is positive and significant for women whose tax bill is
lower (up to 10 percentage points). Yet the difference disappears as the tax liability increases—suggesting that
the amount of the tax is essential for women in deciding whether to pay. For men, however, the effect does not
change significantly as the tax liability increases; see Figure 3.

6. Conclusion

Our findings reveal that women generally exhibit higher compliance with tax obligations than men and may
be more responsive to deterrence letters issued by city governments. In the treatment group, women who
received these letters were more inclined to make timely payments compared to those in the control group.
Notably, the deterrent effect of the letters on women’s compliance was markedly pronounced when tax liabil-
ity was low. However, this effect diminished as the tax liability increased, possibly due to the high illiquidity
of the taxed asset. These outcomes align with an analytical model that considers budget constraints. Further
analysis, using survey data, validates the model and empirical outcomes, indicating that women—more so
than men—trust the government’s tax enforcement ability, yet are more vulnerable to cash constraints. This
susceptibility likely stems from their generally lower income, lesser likelihood of earning a fixed income, and
greater tendency to perceive the tax as high.

Our research highlights that, in scenarios characterized by lax tax enforcement and significant evasion,
tax policy and enforcement mechanisms could inadvertently widen the income gap between genders. Given
that women typically earn lower salaries yet are more likely to comply with their tax obligations, this dynamic
may exacerbate existing income disparities, particularly in developing countries where a small fraction of tax
is proportional to income. As such, tax policy and enforcement initiatives should recognize and address these
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disparate impacts. Optimally, more robust enforcement under a given tax policy should strive to diminish,
not amplify, inequality. Policy tools could potentially ameliorate this gender disparity without infringing upon
the principle of horizontal equity in tax design. In the context of property taxes in illiquid markets, or taxes
not proportional to wealth, a plausible solution might involve tying property tax indirectly to current income
levels. For example, low-income households could receive a property tax discount or access differentiated pay-
ment plans based on income.

We hope our study encourages additional field experiments that explicitly incorporate gender into their
design and explore a variety of enforcement strategies. Tax authorities ought to pursue enforcement methods
that are, at the very least, gender neutral. Gaining a nuanced understanding of when and how such gender
neutrality can be achieved remains a critical endeavor.
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Tables

TABLE 1. Messages included in the tax bill

Message / Group

Text

Image

Deterrence

Reciprocity

Peer-offects

Control

[¥id you know that if you do not pay
the CVP on time for a debt of ARS
L0000 you will have to disburse ARS
268 in arrears at the end of the year
and the Municipality can take ad-
ministrative and legal action?

In the first 6 months of this
yvear, UVEP's collection contribnted
to placing 28 new streetlights, water
connections in 29 streets and sewer-
age networks in 21 blocks

Did wou know that only 30% of tax-
payers do not pay the CVP?T What
about yon?

No message

TrTETw
TrwTw

No image
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TABLE 2. Average Treatment Effect (Sep/Oct)
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P {Fr =0 Bgender = 0, 551 1 quemeder = 0 0.0 0000 LLE) 2]
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P {Fra =0 Bgender = 0, 5550 qemeder = 0 D.GEH 0501 il
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Notes: All regressions include as controls the lagged variable, fixed effects for blocks, variables for public service provision (trash collection and street lighting services dur-
ing the period), the (log of the) number of properties that each taxpayer has, the (log of the) average linear front size of the properties, and a dummy that controls for those
taxpayes who elected to pay monthly. Standard errors in parentheses are clustered by randomization blocks.

* p<0.10, ** p<0.05
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Figures

FIGURE 1. Effects of the Deterrence Treatment
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FIGURE 2. Marginal Effects of the Deterrence Treatment
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FIGURE 3. Heterogeneous Effects of the Deterrence Treatment by Tax
Liability and Gender
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Appendix Tables
TABLE A1. Baseline Difference Between Women and Men (May/June)
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Notes: Each row shows a regression of the pretreatment variable in question on treatment and a constant term. Observations are presented for the bimonthly
period prior to treatment (May/June). The constant captures the value for the control group. Unrecoverable debtors are taxpayers who have never paid their

tax bill. Monetary amounts are in Argentine Pesos (ARS$). Standard errors are clustered by the block level.
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TABLE A3. Difference in Resources Between Male- and Female-Headed Households
Urban Household Survey (EAHU-2011)
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Notes: Each row shows a regression of the pretreatment variable in question on gender and a constant term. The constant captures the value for the households where the
head is female. Monetary amounts are in Argentine Pesos (AR$).

Robust standard errors are in parentheses.

*** p<0.01

APPENDIX Figures

FIGURE A1. Sample Tax Bills With Treatment Messages (in Spanish)
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FIGURE A2. Perception of the Tax Enforcement Survey: City Government Junin
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FIGURE A3. Perception of the Tax Burden Survey: City Government Junin

=TTy
I
®n I
I
i
I
a0+
-
-
e
==
[
Very uratng - . ia Yery Vg

Wouid you b2 wiling to pay 3 highar proparty tax?

3 Women

Question lell:

Pe ceat

3 Men

&z

Sraeg; Daazres -

ngree;mpagaxiiﬁon'gw-

ae SrReg; Ages

Using a scale from 1 Lo 7, one means “very unwilling” and 7 “very willing.” Would you be willing to pay higher

properly Lax so Lhal Lhe services of the municipality of Junin would improve?

Question right:

If you think of reasons people do nol pay Uhe properly Lax, use a scale of 1 Lo 7 where one means “strongly disagree”
and seven means “strongly agree.” How much do you agree wilth the lollowing allirmalions?

People believe that the property tax i oo high.

The City government of Junin sponsored Lhe survey. 1L Largeted the individuals in charge of paying the properly Lax

and wax made on December 2005,

FIGURE A4. Income Deciles Urban Household Survey (EAHU-2011)
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Who Sells Cryptocurrency?

Jeffrey L. Hoopes (University of North Carolina at Chapel Hill), Tyler S. Menzer (University of Iowa), and
Jaron H. Wilde (University of Iowa)'

1. Introduction

On March 9, 2022, U.S. President Joe Biden issued Executive Order 14067, “Ensuring Responsible Development
of Digital Assets” “outlining the first ever, whole-of-government approach to addressing the risks and harness-
ing the potential benefits of digital assets and their underlying technology” (White House (2022)). This wide-
sweeping order directs or encourages digital-assets-related efforts from major U.S. agencies and regulators,
including the Federal Reserve, the U.S. Treasury, the Financial Stability Oversight Council, and the Commerce
Department. Notably, the Order also comes amid the recent “explosive growth” in digital assets. These assets
now exceed $3 trillion (White House (2022)), and follow recent uncertainties about and disparities within
and across various regulatory and policy bodies (e.g., Financial Accounting Standards Board (FASB), the U.S.
Department of the Treasury, the IRS, the U.S. Securities and Exchange Commission (SEC)) regarding how to
account for, tax, regulate, and oversee cryptocurrencies and cryptocurrency market places.? In this paper, we
examine the population-level attributes of cryptocurrency reporters® who report their sales to the IRS.

Regulations governing financial products and activities often center on the attributes of the individuals
involved. Indeed, U.S. law charges regulatory agencies to “seek the views of those who are likely to be af-
fected, including...those who are potentially subject to such rulemaking” (Executive Order 13563, “Improving
Regulation and Regulatory Review” (2011)). Thus, unsurprisingly, the nature of regulations across various
financial areas often reflect the attributes of the individuals involved in particular financial activities. For
example, U.S. law requires public, but not private, companies to provide audited U.S. Generally Accepted
Accounting Principles (GAAP) financial statements and limits the investment vehicles that may be offered to
accredited versus non-accredited investors.* In line with this intuition, we argue that understanding who uses
cryptocurrency and how trends in cryptocurrency use are changing is essential to formulating an effective
regulatory framework.

Protecting “Main Street” investors is at the heart of U.S. financial regulations. In fact, SEC Chairman
Jay Clayton notes that “serving and protecting Main Street investors is my main priority at the SEC” (SEC
(2018)). Current SEC regulation of products is contingent upon demographic attributes of the investors with

All data work for this project involving administrative tax data was done on IRS computers, by authorized IRS personnel. In addition to being a PhD candidate at
the University of lowa, Tyler Menzer is an IRS employee under a Student Volunteer agreement through the Joint Statistical Research Program (JSRP). We thank
John Guyton, Robert Hayden, and Anne Herlache of the IRS for help and guidance with this project and we thank Barry Johnson, Pat Langetieg, Alicia Miller,
and Michael Weber for facilitating this project through the JSRP. We appreciate helpful comments from Andrew Belnap, Russ Hamilton, Patrick Hopkins, Stephen
Lusch, Thomas Ruchti, Pradeep Sapkota, Casey Schwab, Cassie Mongold Thomas Omer, Scott Rane(discussant), Brian Williams, and workshop participants at the
U.S. Treasury Office of Tax Analysis, the University of Iowa and the 2022 AAA Annual Meeting. The views expressed here are ours alone and do not reflect the
views of the Internal Revenue Service.

For example, the IRS issued Notice 2014-21 in 2014 detailing how cryptocurrency would be taxed as property by the IRS. The U.S. Treasury’s Financial Crimes
Enforcement Network (FinCEN) issued guidance treating cryptocurrencies as currency. Other market participants such as the FASB also have shown interest
in updating rules for cryptocurrencies (Maurer 2022). The SEC has pursued regulatory action that presumes cryptocurrencies are securities. The picture for
cryptocurrency regulation is even less clear internationally with some countries such as China, Egypt and others banning cryptocurrencies completely (Quiroz-
Gutierrez 2022) while others have aimed to be cryptocurrency havens. Portugal, for instance, ruled that cryptocurrency traders are exempt from the country’s 28
percent income tax in 2018 (Hall 2022).

*  For this paper, ‘cryptocurrency reporter’ (uncapitalized) refers to our sample generally at the construct level; ‘CRYPTOCURRENCY SELLER’ (all caps and italicized)
refers to the actual taxpayers our variable captures; and ‘cryptocurrency investor’ is used when other sources discus individuals who invest in cryptocurrency.

Prior research examines descriptive characteristics of the users of many other financial products, including the use of credit and credit cards, including age
(Mathur and Moschis 1994; Limbu et al. 2012), student status (Limbu et al. 2012; Hayhoe et al. 2000), and race (Cohen-Cole 2011); the use of predatory lending
services by race (Charron-Chénier 2020), disability (McGarity and Caplan 2019), gender (Nitani et al. 2020), and military status (Graves and Peterson 2005);
stock market participation by gender (Almenberg and Dreber 2015), IQ (Grinblatt et al. 2011), geography (Brown et al. 2008), and age (Athreya et al. 2021); health
insurance products by race (Monheit and Vistnes 2000; Hargraves and Hadley 2003); fintech products by gender (Chen et al. 2021), age (Singh et al. 2020; Carlin
et al. 2017; Li et al. 2020), geography (Friedline and Chen 2021; Li et al. 2020), and race (Friedline and Chen 2021; Haupert 2022).
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some products being allowed for investors perceived as more sophisticated, but not for others (e.g., 17 CFR §
230.144A-Private resales of securities to institutions).’ Thus, understanding whether “Main Street investors” or
higher income sophisticated investors predominantly use cryptocurrency is central to discussions surround-
ing cryptocurrency regulation. However, despite cryptocurrencies ostensible entrance into the mainstream
and the major regulatory attention that now surrounds it (and other digital assets), little is known about the
characteristics of individuals who own cryptocurrencies or how these characteristics have changed over time.

The inherent opacity surrounding publicly observable cryptocurrency activities accounts for the lack of
evidence on who actually transacts in these digital assets.® While cryptocurrency publicly records the indi-
vidual transactions and the unique identifiers (wallets) of the transacting parties, tying these transactions to
individuals and their demographic characteristics has, ironically, proven elusive.” We overcome this challenge
by using proprietary data from the IRS on reported sales of key cryptocurrency assets to provide the first pop-
ulation-level evidence of the characteristics of U.S. cryptocurrency reporters. We focus our analyses on crypto-
currency reporters who own cryptocurrency through cryptocurrency exchanges or directly on the blockchain.
We analyzed that group rather than those who own cryptocurrency indirectly because cryptocurrency held
indirectly, such as through public trusts or investment funds, are regulated the same as traditional securities.

Our primary objective is to contribute evidence on the characteristics of those who report cryptocurrency
sales—the most common places they live, their income, age, marital and student status, and the industries in
which they tend to work—and how these characteristics change over time. We find that the average income of
cryptocurrency reporters has declined over time, suggesting the base of sellers has expanded in recent years,
though the average cryptocurrency reporter reports higher income than taxpayers who are not associated
with reported investment activity (e.g., who do not report cryptocurrency sales, sales of capital assets, or divi-
dends). The average cryptocurrency reporter is just under 33 years old, which is considerably younger than
the average non-crypto investor (about 56 years old). This age gap has grown from 2013 to 2020, even while
the percentage of U.S. taxpayers reporting cryptocurrency sales has grown. Men, married individuals, col-
lege students, individuals with higher wages, individuals with more dividend income, and homeowners have
become significantly more likely to sell cryptocurrency over time. We also found some evidence that workers
in a broader range of professions own cryptocurrency and that cryptocurrency reporters have become more
geographically diverse. Finally, we document a small but important subsection of cryptocurrency reporters
who start with relatively low incomes, but within a short period of time, recognize more than $1 million in
taxable gain. Interestingly in these analyses, cryptocurrency has a resorting effect—the investors who are the
lowest income quartile individuals who realized large cryptocurrency gains not only recognized larger gains,
on average, than those who started with more income, but after 2 years, they persist in having more taxable
income for at least 2 more years.

Opverall, our unique, broad-sample evidence about who sells cryptocurrency and how the attributes of
cryptocurrency reporters are evolving over time provide timely, policy-relevant insights that can inform cur-
rent regulatory efforts and policy deliberations.® Further, we contribute to a growing literature regarding many
aspects of how cryptocurrencies, as an asset class, fit into our financial system by providing evidence on the dy-
namic characteristics of individuals investing in that asset class (Bourveau, De George, Ellahie and Macciocchi
(2022); Gan et al. (2021); Arnosti and Weinberg (2022); Malik et al. (2022); Cheng et al. (2019); Makarov and

One important decision for regulators is whether cryptocurrencies should be regulated as property or currency. Current IRS guidance states that cryptocurrency
is treated as property (Notice 2014-21). However, some supporters of cryptocurrency argue it should be treated as a currency. Under the Internal Revenue Code
(IRC), certain foreign currency transactions can be classified as personal transactions which eliminates gain recognition when the foreign currency gain would
be less than $200. This issue has only become more important as businesses have begun to accept cryptocurrency for normal purchases. Our data shows that
the median yearly gain for CRYPTOCURRENCY SELLERs is only $27, potentially providing initial evidence that the regulatory burden could be significantly
reduced for taxpayers who use cryptocurrency for purchases, which may qualify for gain exclusion if cryptocurrency were treated as a currency instead of
property.

Due to the limitations of administrative data and tax reporting rules, we are able to observe only a subset of individuals who sell cryptocurrency and report those
sales in an identifiable way through tax reporting. We discuss the specifics of this limitation in Section 3 and in the Online appendix.

7 Even Chainalysis, a leader in tracking and identifying blockchain business users, does not provide individual level identification (https://blog.chainalysis.com/
reports/service-level-data/).

Apart from President Biden’s Executive Order 14067 issued on March 9, 2022, the U.S. Federal Reserve released a report on a central bank digital currency in
January 2022 and asked for comments from stakeholders on the proposal (Federal Reserve (2022)). The SEC has filed several lawsuits against cryptocurrency
platforms such as Ripple and Blockfi (SEC (2020), SEC (2022)), and the U.S. Department of the Treasury is planning to issue new preliminary guidance (Versprille
2022).
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Schoar (2020)). Finally, our analysis informs attempts to enforce taxation of cryptocurrency gains by providing
evidence for profiles of the average cryptocurrency reporter.

2. Background

Bitcoin, the first cryptocurrency, is a decentralized, public, pseudo-anonymous payment network.” The back-
bone of Bitcoin is the blockchain, which serves as a public accounting ledger, maintaining the entire transac-
tion history of Bitcoin. While a public ledger would appear to enable the linking of individuals to transactions,
various issues cause this not to be the case. Prior studies have attempted to identify cryptocurrency reporters
through different methods. Several papers use heuristics and machine learning to group individual wallet
addresses together to identify “users” (Athey et al. (2016); Ron and Shamir (2013); Meiklejohn et al. (2013);
Makarov and Schoar (2021)). These analyses are generally limited to single cryptocurrencies (such as Bitcoin)
and identify only blockchain-based users, omitting users who buy or sell on certain exchanges. In addition,
blockchain analyses make it difficult to distinguish between business users and individuals or to determine
the geographic location of users. It also presents challenges when attempting to provide information at the
user level—their income, gender, age, marital or student status, reported gambling activities, other investment
sales, etc. These inherent limitations in the blockchain setting have led to dramatically different estimates of
the number of unique Bitcoin users (Athey et al. (2016), Amiram et al. (2022), and Makarov and Shoar (2021)).

Other papers have taken a different approach to identifying cryptocurrency reporters. Hackethal et al.
(2021) partnered with a German bank and received information on 100,000 investors, 872 of which invest
indirectly in cryptocurrency or cryptocurrency-related investment products. They show cryptocurrency re-
porters were younger than non-cryptocurrency investors and had a greater level of wealth and income than
non-cryptocurrency investors. Their point-in-time estimates find that cryptocurrency investors trade more
frequently and hold a higher share of their investments in stocks. Similarly, Hasso et al. (2019), using a sample
of 465,926 brokerage accounts from a U.K. brokerage, find that males between 35 and 44 years of age are most
likely to trade cryptocurrency, but that females engage in less speculative trading and realize higher returns. In
line with the UK brokerage’s self-reported claim of being the market leader for contract-for-difference crypto-
currency trading, Hasso et al. note that 90 percent of active accounts trade cryptocurrency by 2017. They also
note that investor trading patterns vary between asset classes, adding to the need for cryptocurrency specific
research. While these studies provide some useful insights, it is unclear whether the results of these limited
and unique samples generalize to larger populations of cryptocurrency reporters and how those characteristics
have changed over time.

In addition to archival studies, several surveys highlight characteristics of cryptocurrency investors. For
example, Benneton and Campiani (2021) describe three point-in-time surveys which report a wide variety of
individual characteristics. The Survey of Consumer Payment Choice (SCPC) reports 1 percent of users claim
cryptocurrency ownership, while the ING International Survey on Mobile Banking reports 8 percent among
the subset of respondents who are familiar with cryptocurrency (65 percent). Another comprehensive survey
by the Bank of Canada, the Bitcoin Omnibus Survey, done in 2016 and 2018 suggested that at the time of the
survey, males were more likely to own Bitcoin (64 percent). These estimates are in line with surveys of U.S.
respondents from other surveys such as the 2021 State of Crypto Literacy (64 percent) and the State of U.S.
Crypto Report (74 percent). Survey evidence also suggest that cryptocurrency investors tend to be younger,
consistent with the democratization of finance being a key tenant of the cryptocurrency space. However, the
Bank of Canada survey suggests that both wealthier and more educated individuals own more cryptocurrency,
consistent with our findings.

We add to the growing literature on owners of bitcoin by providing new evidence on how cryptocurrency
reporters compare not only to other investors (similar to Hasso et al. (2019); Hackenthal et al. (2021)), but also
how they compare to the non-investing public. Our unique data allows us to identify financial investment
transactions and demographics. We also provide evidence on less identifiable characteristics such as wages and

°  See Online Appendix for additional information on how Bitcoin transactions are recorded and processed.
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other sources of income, geographic location, home ownership, family size, and employment characteristics.
Since most individuals in the U.S. are required to file an annual tax return, our analysis also allows us to exam-
ine characteristics across the population of cryptocurrency reporters, especially in populations which may be
less likely to answer survey questions, such as the very wealthy. Our large sample size also allows us to deter-
mine characteristics of cryptocurrency reporters when only a small proportion of the population engages with
the technology. Finally, and importantly, the nature of our administrative data allows us to provide evidence
for how the demographics of cryptocurrency reporters have trended over time.

3. Research Sample and Data

To examine demographic characteristics of those who sell cryptocurrencies, we access confidential taxpayer
information from the IRS for tax returns filed between 2013 and 2020. Because tax reporting requirements do
not discriminate between the different methods of holding cryptocurrency, the data should capture activity
on cryptocurrency networks and trading cryptocurrency on exchanges. Although the IRS reporting would
also cover cryptocurrency held indirectly by public firms, trusts, or other registered investment vehicles, those
assets would already be subject to third-party reporting. We therefore do not include those assets in our cal-
culation of cryptocurrency reporters, as they do not have control over the actual cryptocurrency. Similarly,
consistent with our focus on individual taxpayers, we do not attempt to identify cryptocurrency held by busi-
nesses (Forms 1120, 1120S, and 1065) or trusts (Form 1041). To the extent that cryptocurrency transactions from
flow-through entities affect individual tax returns, we will not identify those transactions.

While our sample is the largest time-series sample of cryptocurrency reporters to date, it also has its limi-
tations. In particular, because the U.S. tax system relies upon the realization principle, the tax return reveals
the most reliable information about cryptocurrency reporters only when they sell cryptocurrencies and report
those transactions. While knowing everyone who buys and holds cryptocurrency would be useful, IRS data—
potentially the best dataset available to answer these questions—is nonetheless imperfect. Using tax return
data to study capital assets is especially problematic in equity markets, where investors must trade off their
beliefs about expected returns and the value of tax deferral (Lei et al. (2020)). However, cryptocurrencies are
unique in that this problem is partially mitigated by a key feature of the tax system. Investors sell and instantly
repurchase cryptocurrencies to take advantage of tax losses (Cong et al. (2021)). In addition, for Tax Years 2019
and 2020, taxpayers must have checked a box on their tax returns stating whether they engaged in a variety of
virtual currency transactions. Consequently, noting who sells should be a much better indicator of who owns
cryptocurrencies than it would be for equities, especially given the volatility in the crypto market.

In addition, while there are severe financial penalties for tax noncompliance, some individuals invariably
fail to report all their cryptocurrency transactions to the IRS. This problem is prevalent in much of the ac-
counting literature, in which evidence of behavior is only observed contingent on the reporting or detection
of such behavior (Cecchini et al. (2010); Hopkins et al. (2015)). In some cases described below, tax law requires
third parties to report transaction level tax-related information to the IRS, enhancing the quality of the tax
data. But to the extent that underreporting varies with the investor characteristics we study, our estimates may
not reflect the true population of cryptocurrency reporters.

We obtain cryptocurrency sales data from two IRS forms: Form 8949 and Form 1099-B. Unless certain
third-party reporting requirements are met, tax provisions require individuals to report individual stock
transactions on Form 8949, including a description of the property, the date of purchase, date of sale, cost of
property, sales price, and any adjustments.” We use a textual search to identify transactions that are likely to
be cryptocurrency. We focus on two types of cryptocurrencies, Bitcoin and Ethereum, which are, by far, the
two most valuable, most widely held, and, well-known cryptocurrencies (2021 State of Crypto Report, Yougov

10 Taxpayers are allowed to summarize transactions if gains are reported on Form 1099-B, with basis reported, and for which they have no adjustments.

I 'We note that while we use IRS data to perform our analyses, the process we use to identify them was designed and implemented by the authors of this research
and does not represent the method the IRS may use to identify cryptocurrency transactions.
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(2018)).” However, our textual analysis likely identifies other cryptocurrencies as well, especially cryptocur-
rencies with similar names such as Ethereum Classic or Bitcoin Cash.” After completing the textual search,
we manually inspect a random sample of 3,000 cryptocurrency transactions in each of our sample years (i.e.,
24,000 transactions) to assess the possibility of false positives. Overall, we find a false positive rate of 1.2 per-
cent. This false positive rate was highest in 2013 (3.4 percent) and dropped over time to less than 1 percent for
years after 2015." To supplement our data from Form 8949, we also use the same method to search third-party
reported descriptions filed on Form 1099-B."” Using form 1099-B filings allows us to identify some transactions
that taxpayers may have summarized on their tax returns.

After identifying Bitcoin and Ethereum sales, we merge the Form 8949 data with individual taxpayer data
from Form 1040 and its related schedules. We begin with 1,223,732,729 taxpayer-year records who have valid
taxpayer identification numbers.'>"” We restrict our analysis to electronically filed returns so we can capture
all the fields we require for our analysis (reduction of 112,487,851 observations). This process yields a sample
of 1,078,688,472 taxpayer-years (202,523,891 unique taxpayers), including 2,620,921 CRYPTOCURRENCY
SELLER tax-year observations. We also merge in IRS data sourced from the Social Security Administration on
the birth year and gender of taxpayers, as well as additional data from third-party reporting.

4. Results

4.1 Demographic Information on Crypto Sellers

We report general descriptive statistics for our sample in Table 1 and separate our sample into three groups,
NON-INVESTOR (taxpayers with no capital asset sales, and no dividends), NON-CRYPTO SELLING
INVESTOR (taxpayers with capital asset sales/dividends but no crypto sales), and CRYPTOCURRENCY
SELLER. As in prior studies, we find that cryptocurrency reporters are younger with a mean age of 32.8 com-
pared to 41.5 for non-investors and 56.3 for non-cryptocurrency investors. Consistent with the sentiment that
cryptocurrency supports the “democratization of finance,” we find that sellers have less income than other
non-cryptocurrency investors, albeit more income than non-investors. We also find that they have less in-
vestment income (e.g., dividends, interest, and capital gains) and wages than non-crypto investors. Both the
number of cryptocurrency transactions reported, and the yearly cryptocurrency gain is highly skewed, with
the median reporting only one transaction while the average is 9.9." The average reporter has a cryptocurrency
gain of $12,484 per year, although the median is only $27. The average yearly cryptocurrency gain for the top
100 CRYPTOCURRENCY SELLERs ranges from almost $560 thousand to over $18 million, indicating that
there are some taxpayers realizing and reporting very large cryptocurrency gains. We examine these taxpayers
further in Section 4.2. Additionally, the average yearly cryptocurrency losses for the 100 CRYPTOCURRENCY
SELLERs with the greatest losses ranges between losses of $115,000 and $5.7 million. In both cases, the largest

s

The term “Ethereum” can refer to the cryptocurrency “Ether” and the blockchain platform on which Ether runs. In this paper, we use Ethereum to refer to the
cryptocurrency rather than the blockchain network. We use this terminology for several reasons. First, major cryptocurrency platforms such as Coinbase, Kraken,
and Binance all refer to the cryptocurrency Ether as Ethereum when listing it on their exchanges. Thus, many investors likely think of the term Ethereum as a
cryptocurrency. Second, prior literature uses the term Ethereum to refer to the cryptocurrency (see Marakov and Shoar 2020 and Giffin and Shams 2020). Finally,
popular news organizations, such as Coindesk, use both Ether and Ethereum to refer to the cryptocurrency interchangeably (e.g., https://cointelegraph.com/news/
phishing-scammer-monkey-drainer-has-pilfered-as-much-as-1m-in-ethereum).

As of March 21, 2022, Bitcoin is the largest cryptocurrency with a market cap of $889 billion while Ethereum has a market cap of $395 billion. The next largest
currency is Tether, which has a market cap of $81 billion (https://coinmarketcap.com/historical/20220327/).

We inspect individual transaction descriptions rather than tax returns. If a taxpayer reports multiple cryptocurrency transactions, we could still classify them
correctly as a cryptocurrency seller even if one or more of the transactions that we identify are false positives.

To identify cryptocurrency transactions reported on Form 1099-B, we follow the same process we use for Form 8949, with one exception. To avoid classifying
cryptocurrency ETFs and related products as transactions related to direct interests in cryptocurrency, we remove transactions for which there is a valid CUSIP
reported on the Form 1099-B. Notably, many Form 1099-B transactions report the CUSIP for the security being reported but cryptocurrencies are not regulated
securities and thus do not have valid CUSIPs. .

!¢ Each year contains between 124,222,137 (2013) and 148,493,792(2019) unique taxpayers.

S

Because we are interested specifically in the reporting behavior of cryptocurrency owners in the reporting environment of the time, we restrict our sample to the
first tax return filed by a taxpayer each year, and we remove tax returns filed more than 1 year after the close of the tax year (32,541,050). We also remove returns
for which there are duplicate records filed at the same time (15,356).

We caution interpretation of the number of transactions reported as taxpayers can and do often group transactions together or summarize them. To the extent
cryptocurrency transactions are grouped together, it should bias the estimate downward.


https://cointelegraph.com/news/phishing-scammer-monkey-drainer-has-pilfered-as-much-as-1m-in-ethereum
https://cointelegraph.com/news/phishing-scammer-monkey-drainer-has-pilfered-as-much-as-1m-in-ethereum
https://coinmarketcap.com/historical/20220327/
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gains and losses generally occur in the latter half of our sample. In addition, the median CRYPTOCURRENCY
SELLER has no other non-gain investment income (e.g, dividends or interest), also consistent with cryptocur-
rency investors being more like non-investors.

We graph several tax return characteristics in Figure 1. We find that CRYPTOCURRENCY SELLERs are
much more likely to be enrolled in a university or college (STUDENT) than both other groups. In line with
the lower income of CRYPTOCURRENCY SELLERs, we also find that they are more likely to claim the Earned
Income Tax Credit (EIC TAX CREDIT) than other investors, but less likely to claim it compared with non-in-
vestors. We also look at taxpayer risk preferences by examining how likely CRYPTOCURRENCY SELLERs are
to have reported gambling income (GAMBLER) and find that a similar proportion of CRYPTOCURRENCY
SELLERs have gambling income compared with non-investors or other non-crypto investors (crypto-inves-
tors actually have slightly lower gambling income than non-crypto investors). Moreover, we consider the role
of financial health and cryptocurrency sales by examining the percentage of CRYPTOCURRENCY SELLERs
that receive cancellation of debt income (CANCELLATION OF DEBT) and find that CRYPTOCURRENCY
SELLERs are similar in that respect compared with non-investors.

We graph the number of CRYPTOCURRENCY SELLERs over time in Figure 2, Panel A. The number of
CRYPTOCURRENCY SELLERS is increasing dramatically over time, with less than 7,000 taxpayers reporting
cryptocurrency per year between 2013 and 2016, and over 120,000 sellers in 2017. This large increase coincides
with the price increase of Bitcoin in 2017 and the associated hype, broad media coverage, and surge in public
interest. While Bitcoin started 2017 being valued around $1,000, it reached a high of nearly $20,000 before fall-
ing in 2018 (Higgins (2017)). Notably, we also observe a large increase in the number of CRYPTOCURRENCY
SELLERs in each subsequent year. This pattern is consistent with survey evidence, which found that in 2020,
26 percent of users had acquired their cryptocurrency within the last year, 68 percent had acquired it within
the last 2 years, and only 4 percent had acquired their cryptocurrency over 5 years ago (State of Crypto Report
(2021)).°

We next examine how CRYPTOCURRENCY SELLERs have changed over time. In Figure 2, Panel B we
directly compare CRYPTOCURRENCY SELLERS to NON-CRYPTO SELLING INVESTORS. The mean (stan-
dard deviation) age of CRYPTOCURRENCY SELLERs has markedly decreased over time, from 45.2 (18.6) in
2013 to 32.4 (10.9) in 2020. Over the same time, the average age of NON-INVESTOR (untabulated) [NON-
CRYPTO SELLING INVESTOR] has remained relatively flat, from 41.1 (17.1) to 42.4 (17.8) [55.8 (19.6) to 55.4
(19.6)]. We also note that the average taxable income of CRYPTOCURRENCY SELLERs decreased over time,
from an average of $299,217 in 2013 to only $76,147 in 2020. This change is particularly interesting because
in the early part of our sample period (before 2018), CRYPTOCURRENCY SELLERs had more income than
NON-CRYTPO SELLING INVESTORs, and this trend held even at the median. In 2017, the median taxable
income for CRYPTOCURRENCY SELLERs was over $99,000, while the median NON-CRYTPO SELLING
INVESTOR had a median income of only $70,000. By 2020, however, the median NON-CRYPTO SELLING
INVESTOR had median income of $68,000, while the median CRYPTOCURRENCY SELLER’s taxable income
was only $32,000 (untabulated).

Noting the lower income of CRYPTOCURRENCY SELLERS over time, we examine the distribution of tax-
able income for these taxpayers in further detail in Figure 3. We produce a histogram of TAXABLE INCOME
for CRYPTOCURRENCY SELLERs over our sample period, using $10,000 width bins. For ease of interpreta-
tion and due to the extreme skewness in TAXABLE INCOME, we limit the upper bound of the histogram
to $270,000, which is approximately equal to the 95" percentile for cryptocurrency returns. Consistent with
CRYPTOCURRENCY SELLERs reporting lower income, we find that 27.4 percent of these sellers have under
$10,000 of taxable income, and over half of sellers report less than $40,000 in taxable income. The low income
of these taxpayers is also unlikely due to excessive deductions, as only 13.1 percent of CRYPTOCURRENCY
SELLER:s file Schedule A for itemized deductions.

19 The increase may also speak to increased compliance with tax laws. Regulatory factors such as the IRS John Doe Summons of a large cryptocurrency exchange
and the resulting increase in third-party reporting may have resulted in increased regulatory scrutiny and compliance with tax reporting requirements. Consistent
with this assumption, we find that the average number of CRYPTOCURRENCY SELLERS who receive a Form 1099-B for cryptocurrency increases from 6
percent in 2016 to 84 percent in 2020 (untabulated).
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4.2 Cryptocurrency Millionaires

One area of interest related to cryptocurrencies is their ability to produce immense wealth as a result of the
exponential growth in asset prices. This growth has created a rags to riches story for many early investors
(Schlott (2022)). To examine this phenomenon further, we look specifically at individual taxpayers who re-
port large cryptocurrency gains—the cryptocurrency millionaires. To begin, we partition taxpayers into
five categories. Here, we first sum both CAPITAL GAIN/LOSSes and CRYPTOCURRENCY GAINs by tax-
payer for all years in our sample period. We label taxpayers who have a total CRYPTOCURRENCY GAIN
greater than $1 million as CRYPTOCURRENCY MILLIONAIRES. Then, to calculate a taxpayer’s total gain
from traditional equities, we subtract a taxpayer’s total cryptocurrency gain from the total capital gain re-
ported on their tax return. We identify taxpayers who reported over $1 million of non-cryptocurrency capi-
tal gains as EQUITY MILLIONAIRES. We restrict EQUITY MILLIONAIRES to the group of individuals
who report non-cryptocurrency CAPITAL GAIN/LOSS above $1 million, but CRYPTOCURRENCY GAIN
less than $1 million. If a taxpayer’s CAPITAL GAIN/LOSS and CRYPTOCURRENCY GAIN each exceed $1
million, we include them among the CRYPTOCURRENCY MILLIONAIRES. Finally, we treat all other tax-
payers who do not fall into those two categories as we do in Table 1 (e.g., NON-INVESTOR, NON-CRYPTO
INVESTOR, CRYPTOCURRENCY SELLER), except that these categories now exclude observations relating to
CRYPTOCURRENCY MILLIONAIRES and EQUITY MILLIONAIRES.

We report descriptive statistics for these groups of taxpayer-years in Table 2. When we compare
CRYPTOCURRENCY MILLIONAIRES to EQUITY MILLIONAIRES, we note that both groups have higher
incomes than the other groups, consistent with these groups being associated with higher wealth (income)
than non-millionaire groups. CRYPTOCURRENCY MILLIONAIRES also report higher income, on average,
than EQUITY MILLIONAIRES. Rather than the image of rags to riches, this pattern suggests that these in-
dividuals were already wealthy individuals. For example, the average wage income of CRYPTOCURRENCY
MILLIONAIRES is $366,092 while the average wage income for NON-CRYPTO SELLING INVESTORs is only
$86,215. In addition, it appears that CRYPTOCURRENCY MILLIONAIRES also report more cryptocurrency
transactions than non-millionaire CRYPTOCURRENCY SELLERs (54.57 and 9.57, respectively). Taxpayers
with at least $1 million of cryptocurrency gain are also less likely to receive a cryptocurrency Form 1099-B,
which may indicate that these transactions were on-chain or private cryptocurrency transactions.

However, while CRYPTOCURRENCY MILLIONAIRES are on average wealthy to begin with, this masks
large heterogeneity in initial incomes. To further examine the effects of large cryptocurrency gains, we exam-
ine a different set of taxpayers. We identify taxpayers who had a single tax year with a cryptocurrency gain of $1
million or more. Then, we determine the first year in which each of these taxpayers reported a cryptocurrency
gain of at least $1 million and graph the taxable income of these investors in event time, with period being the
first year the taxpayer had $1 million or more in cryptocurrency gains. We then divide taxpayers into quartiles
based on their total taxable income in , allowing us to see the trend in income, conditioning on prior income,
thus allowing us to explore whether these were, indeed, rags to riches stories, on average.

We report the average taxable income of each quartile over time in Figure 4. We see that the large crypto-
currency gain is a large shock to income for all quartiles. The highest-income quartile’s taxable income appears
to return to pre-cryptocurrency gain levels within 2 years, by year, ,, with average income going from $7.19
million in to year, , $6.69 million in year,, ,. However, for each of the bottom three quartiles of income, tax-
payers in all three groups appear to report considerably higher income in year  , than in year ,. The lowest
quartile of income (as of year,,) exhibits the largest difference, with average taxable income starting at only
$1,666 in year , and ending at $2,189,009 by in year, ,. Although relatively few individuals have cryptocur-
rency gains over $1 million in any single year, this analysis provides evidence that at least some low-income
taxpayers appear to experience potentially life-changing levels of income via cryptocurrency investments.
Further, we note that individuals in the lowest quartile of income in ¢-2 actually end up with the second highest
income in t+2, suggesting that cryptocurrency gains do have, at least for a small section of the population, the
ability to reorder income strata in meaningful ways.
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4.3 Geographic Location of Cryptocurrency Reporters

We next turn our focus to the geographic location of CRYPTOCURRENCY SELLERs. In Figure 5, we map
the ratio of CRYPTOCURRENCY SELLER tax returns to total number of tax returns by county for the con-
tinental U.S. for even numbered years. In the early sample years (2014 and 2016), we saw very few counties
have CRYPTOCURRENCY SELLERs, with many counties having no CRYPTOCURRENCY SELLERs at all.?
In 2018, we observed a much broader adoption across the U.S., suggesting that cryptocurrency was becoming
more geographically widespread. Notably, some states appear to still have low cryptocurrency reporting rates
even in 2020. West Virginia, which was rated 5" on a list of the “worst” states for cryptocurrency investors
in 2022 (Newberry (2022)) and had the lowest search interest in Bitcoin in 2020 out of all 50 states (Google
Trends analysis, untabulated), appears to have a relatively low incidence of CRYPTOCURRENCY SELLERSs.
New Hampshire also appears to have low cryptocurrency reporting and has below-average Google Trends
search volume (rank 41) for 2020. However, somewhat puzzling is the relatively low cryptocurrency taxpayer
reporting rates in Nevada, which had the highest Google Trend for Bitcoin out of all 50 states in 2020.

We next move to more granular data on location to examine cryptocurrency reporting at the city level. In
Table 3, we report the top 10 cities with the highest CRYPTOCURRENCY SELLER ratio, as well as the 10 cit-
ies with the highest raw numbers of CRYPTOCURRENCY SELLERs. Overall, we see that California has some
of the highest ratios of CRYPTOCURRENCY SELLERs throughout our sample period, with 5 out of 10 of the
top cities being in California in 2014 and 8 out of 10 in 2020. This seems to indicate that these cryptocurrency
“capitals” have maintained their positions throughout our sample period, and the West Coast continues to be
the area with the highest concentrations of CRYPTOCURRENCY SELLERS. Examining the raw number of
CRYPTOCURRENCY SELLERs without regard to population size is also insightful. We continue to find that
more CRYPTOCURRENCY SELLERs live on either the West or East Coasts, with only four non-coastal cities
in 2014 and only three non-coastal cities in 2020. Although there might be concern that population drives
these results, we note that several of the top 10 largest cities in the U.S., such as Philadelphia, Phoenix, and
San Antonio do not appear on the list. We conclude that although cryptocurrency has achieved a much wider
adoption over the 8-year period of our sample, there is still significant geographic clustering of cryptocurrency
reporters.

4.4 Cryptocurrency and Occupation

We next examine the occupations (industries of employment) of CRYPTOCURRENCY SELLERs using wages
and Form W-2 information. We obtain the population of W-2 data for our sample years, which reports wage
income and use the W-2 with the highest reported income each year.” Next, we identify the three-digit NAICS
code based on the business tax return that filed the Form W-2. Similar to our geographic analysis, Table 4 re-
ports the top 10 industry codes for 2014 and 2020 for both the ratio of sellers to total taxpayers and raw number
of sellers.

In Panel A, we report the ratio of taxpayers who are CRYPTOCURRENCY SELLERs to the total number of
taxpayers whose highest paid W-2is in the given industry. We find that the highest ratio of CRYPTOCURRENCY
SELLERs generally falls into more technology- or finance-related industries. Publishing- and news-related
industries also make up a large portion of the top industries. We also see that even among the highest ratio
industries, the ratio has increased over the sample period. For example, Other Information Services has in-
creased from 0.04 percent of taxpayers in the industry reporting cryptocurrency sales in 2014 to 3.29 percent
reporting sales in 2020. We also see that even the 10* highest ratio (Information, 1.65 percent) in 2020 is
higher than all other industries in 2014, highlighting the growth in cryptocurrency adoption. We observe some
changes in CRYPTOCURRENCY SELLER industry ranks over the sample period, with more retail industries
(NAICS-3 454 and 443) in 2020 than in 2014, and two industries in the top 10 in 2014, Museums, Historical
Sites, and Similar Institutions and Motion Picture and Sound Recording Industries, dropped off the list by

» Due to restrictions on IRS data and bias in small counties, we set any county with less than 10 cryptocurrency reporters or less than 1,000 tax returns to 0.

21

For this test, if a tax return is filed as “Married Filing Joint” we identify the highest paid job for both the taxpayer and spouse for each year. If a “Married Filing
Joint” tax return is a CRYPTOCURRENCY SELLER, we assume both spouses are CRYPTOCURRENCY SELLERs.
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2020. We also present the information graphically in Figure 6, Panel A, along with data for the years 2016 and
2018. We observe that the general shift in the top industries happens between 2016 and 2018, which coincides
with the large increase in the overall number of CRYPTOCURRENCY SELLERs.

When we analyze the raw number of CRYPTOCURRENCY SELLERs per industry in Panel B, we see
more of a shift over time. In 2014, half of the top 10 highest ratio and highest raw counts are the same, such
as Professional, Scientific and Technical Services, Other Information Services, Publishing Industries, and
Computer and Electronic Manufacturing. However, toward the end of the sample period, we see the top indus-
tries with the most CRYPTOCURRENCY SELLERs are industries in which we would expect a large number of
CRYPTOCURRENCY SELLERs simply because they are some of the largest industries (e.g., Food Services and
Drinking Places, Educational Services, or Food and Beverage Stores). In fact, none of the industries with the
largest ratios are included in the top 10 list by number of sellers by 2020. This change over time lends evidence
to the broader adoption of cryptocurrency from a more niche investment to an asset with a much broader
appeal and wider reach. Similar to the percentage rank, we also find that the majority of the change in the top
industries happens between 2016 and 2018 as can be seen in Figure 6, Panel B.

4.5 Regression Analysis

We conclude our analysis with a model of the determinants of cryptocurrency reporting. To assess the deter-
minants of being a CRYPTOCURRENCY SELLERS we estimate the following equation on a tax return-by-year
basis:

CRYPTOCURRENCY SELLERS, = a + 8 AGE(Under 24), + B, AGE(25-44), + B,AGE(45-64), +
B,LN WAGES, + B LN DIVIDENDS, + 8 MARRIED, + 8 SINGLEMALE, + 3 HOMEOWNER
+ B,DEPENDENTS, + B, STUDENT, + 8, + ¢, 1)

We include 3 indicator variables for various age groups, with individuals greater than 65 being the base
group. We include both the natural log of WAGES and natural log of DIVIDENDS to capture potentially differ-
ent effects of labor income versus capital income.”? We include the indicator variables MARRIED and SINGLE
MALE to capture the effects of gender and tax reporting status. Because our observations are primarily at the
tax return level, and not the taxpayer level, we do not attempt to allocate income or expenses between spouses,
which is why for married couples we do not indicate a gender. We include HOMEOWNER to capture poten-
tially differing asset or net worth values. We include DEPENDENTS to capture whether taxpayers with chil-
dren have different investments. We include STUDENT to capture potentially differing socio-economic status
and education level. Finally, §, reflects our year fixed effects to help control for the significant time trends in
cryptocurrency reporting.

Due to the size of our data set (starting with well over a billion observations), we are unable to run a re-
gression analysis on our full sample. To address this issue, we begin by taking a random sample of 10 million
tax returns from the population of tax returns that have data available for the regressions.”” We repeat each
random sampling process 10 times and average the coeflicients, standard errors, and adjusted R-squared from
the models to report in Table 5. We also report the number of coefficients (out of 10) that are significant at the
1 percent level. Column 1 reports the results of estimating Eq. (1). As mentioned earlier, the overall probability
of being a CRYPTOCURRENCY SELLERs is low, only a fraction of a percent. To aid in the interpretation of
coeflicient magnitude, we also report the overall probability of selling cryptocurrency for the full sample from
which each random regression sample is chosen. Our objective with Model (1) and later models is to examine
whether certain types of people are more likely to use cryptocurrency than other types of people, rather than
attempt to develop a prediction model of cryptocurrency use. The explanatory power of our models is very low
(with an R-squared generally below 1 percent). This pattern suggests that other factors not reflected in our tax

N

We specifically avoid using TAXABLE INCOME due to the fact that cryptocurrency gains are a part of TAXABLE INCOME and we avoid CAPITAL GAIN/LOSS
for the same reason. We note that if we were to try to remove cryptocurrency gains from income mechanically by subtracting them out, the variable would lose
interpretability if there were other losses included on the return, as IRS rules do not allow TAXABLE INCOME to go below 0 or CAPITAL GAIN/LOSS to go
below -3,000.

8

In untabulated analysis described in the online appendix, we find that the random sampling process does a good job of maintaining the attributes of the full
sample in the random sample.
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return data, such as personal connections, investment advisors, technological aptitude, illegal behavior, or risk
preferences, could better explain the variation in cryptocurrency use.

In line with prior survey evidence, we find that a significant predictor of cryptocurrency use is age, with
AGE(UNDER 24) (AGE(25-45)) tax returns having a probability 58.0 percent (82.3 percent)** above the
percentage of cryptocurrency reporters in the entire population. In fact, all age groups under age 65+ are as-
sociated positively with selling cryptocurrency. We also find that a SINGLE MALE tax return has a 49 percent
probability above the baseline. Being MARRIED is also positively associated with selling. While these associa-
tions are consistent with the univariate statistics discussed earlier, observing them in a regression framework
allows us to understand these associations conditional on the other variables in the model.

Both measures of income are positively associated with owning cryptocurrency, but that the effect for
capital income is larger, with a 1 percent increase in TAXABLE DIVIDENDS being 5.8 times the effect of
a 1 percent increase in WAGES. We find that HOMEOWNER is positively associated with the probability
of reporting cryptocurrency sales and the association holds even when conditioning on income and marital
status, while the coefficient on the number of DEPENDENTS is negative, indicating that as taxpayers have
more children, they are less likely to sell cryptocurrency. We also find that being enrolled in higher education
(STUDENT)) is also highly positively associated with being a CRYPTOCURRENCY SELLER with a probabil-
ity 56.4 percent above the baseline, even after controlling for age.

We next examine how the associations between particular attributes and cryptocurrency sales have
changed over time. To facilitate this comparison, we construct a trend variable, which equals 0 starting in
2013, 1in 2014, and so forth (TREND). We then interact TREND with all variables from Eq. (1). Specifically,
we estimate the following model:

CRYPTOCURRENCY SELLER, = « + B AGE(Under 24), + p,AGE(25-44), + P,AGE(45-64), +
LN WAGES, + B.LN DIVIDENDS, + B, MARRIED, + .SINGLE MALE, + S,HOMEOWNER, +
j,DEPENDENTS, + 3, STUDENT, + §, TREND + 3, AGE(Under 24) *TREND + _GE(25-44), *TREND
+B,AGE(45-64) * TREND + 8 _LN WAGES,* TREND + 8, LN DIVIDENDS, * TREND + 5, MARRIED *
TREND + B, SINGLE MALE,* TREND + §,LHOMEOWNER * TREND + 5 [DEPENDENTS, * TREND
+ B, STUDENT,* TREND + ¢, (2)

Table 5, Column 2 reports the result of this analysis. We find that the main effect for most variables
is of the opposite sign as in column (1). We note that the coefficients on the interaction terms for both
AGE(UNDER 24)*TREND and AGE(25-44)*TREND are positive, suggesting that CRYPTOCURRENCY
SELLERs are indeed getting younger over time. The trend for both SINGLE MALE and MARRIED are also
positive. Finally, we find that owning a home (having more dependents) is positively (negatively) associated
with the probability of reporting a cryptocurrency sale over time. We also find a positive and large coeflicient
for STUDENT*TREND. Overall, we interpret the evidence to suggest that although the number of CRYPTO-
CURRENCY SELLERs has increased dramatically in recent years, such sellers continue to be different from
the general population of taxpayers.”

We estimate our regressions on a sampling basis. Here, we describe some tests we performed to validate
the sampling methodology we use in our regressions that are necessary because of the constraints in research
computing power. In the full sample, 0.243 percent of the sample tax returns are CRYPTOCURRENCY SELL-
ERs, while testing our random sample selection process results in between 0.242-0.246 percent (average 0.243
percent) of CRYPTOCURRENCY SELLERs. We find similar results when looking at the proportion of our
sample that are NON-INVESTORS, 78.34 percent on average in our random samples, 78.35 percent in the full
sample, and NON-CRYPTO SELLING INVESTORs, which make up 21.41 percent on average in our random
samples and 21.41 percent in our full sample. On average each random sample contains approximately 21,900
CRYPTOCURRENCY SELLERs. These CRYPTOCURRENCY SELLERs also appear to be similar to the full
population. For example, the average (median) wages reported by CRYPTOCURRENCY SELLERs in our ran-

* Calculated as (0.00384-0.00243)/0.00243 = .5804.

» In analysis described and tabulated in the online appendix, we estimate this regression during different parts of our sample period. While the direction of the
results are similar to those reported here, some magnitudes do change.
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dom samples is $77,039 ($46,036) while in our full sample the same statistics are $77,049 ($46,010). We note
that the standard deviation of our random samples is typically smaller than the full population. For example,
the standard deviation for WAGE INCOME for the full population is $355,060, while the average standard
deviation for our random samples is only $209,624, with only one out of the 10 random samples having a stan-
dard deviation larger than the full sample. This pattern is likely due to the fact that the extreme observations
on the right tail of the distribution have a very low probability of being selected for a given random sample.
Thus, our models may not model the extreme end of the distributions very well. In untabulated robustness
checks, we find that keeping the full sample of CRYPTOCURRENCY SELLERSs observations and selecting a
random control sample results in generally consistent inferences, although coeflicient size does vary with the
proportion of CRYPTOCURRENCY SELLERs to control observations.

4.6 Additional Analysis

We conduct two cross-sectional splits to further examine the attributes of CRYPTOCURRENCY SELLERs.
First, we separately examine the two subsamples of our sample period based on tax year. Given the extreme
discontinuous jump in CRYPTOCURRENCY SELLERs in 2017, when the number of reporters went from
under 7,000 in 2016 to over 120,000 in 2017, we split our sample in half at this point. We report the results of
these tests in Table 6, columns (1) and (2), where we partition our sample of 10 million tax returns into two
subsamples, one for the 2013-2016 period and the other for the 2017-2020 period. Although the signs of the
coefficients are consistent across all model variables in both regressions, there are several notable differences
in magnitudes.

The coefficient on AGE(25-44) in column (1) is approximately the same magnitude as column (2) when
scaled by the baseline probability (1.86 vs. 1.79). However, the youngest group of tax payers (AGE (UNDER 24))
are more likely to sell cryptocurrency in the later period (baseline adjusted of 1.06 to 1.57). The results suggest
that this trend is reversed for AGE(44-64) CRYPTOCURRENCY SELLERs, who are more likely to sell crypto-
currency in the early period (0.80 to 0.39). We also find that investment income (LN DIVIDENDS) has a larger
effect in the early period (0.53 to 0.13), while the coefficients on wage income (LN WAGE), HOMEOWNER,
and STUDENT are generally not significantly different from zero in the early period. The coefficients on the
indicator variables for gender and marital status exhibit a stronger relation in the late period, but are large in
both periods when scaled by the baseline percent. The effect for DEPENDENTS appears to weaken from the
early to late period (-0.27 versus -0.12), suggesting that more taxpayers claiming dependents own cryptocur-
rency in later years.

We next examine how cryptocurrency reporters are different from NON-INVESTORS as opposed to
NON-CRYPTO SELLING INVESTORs. We view this analysis as an important distinction of our study over
prior work. Whereas prior studies compare cryptocurrency investors to other investors when using invest-
ment data (e.g., Hackethal, et al. (2021); Hasso, et al. (2019)), we compare cryptocurrency investors to a non-
investing baseline separate from other investors. We present the results of these tests in Online Appendix
Table 1, columns (3) and (4). When comparing CRYPTOCURRENCY SELLERs to other tax returns with
investments, we find the largest predictors are AGE(UNDER 24) (8.49 times the baseline), STUDENT (8.45
times the baseline), AGE(25-44) (6.30 times the baseline), and SINGLE MALE (6.09 times the baseline). We
also observe that CRYPTOCURRENCY SELLERs tend to have less dividend income than other investors
and are less likely to own their home than other investors. We also examine CRYPTOCURRENCY SELLERs
compared with the general NON-INVESTOR tax returns. While closer in age to non-investors, we find that
CRYPTOCURRENCY SELLERs are still younger on average, more likely to be married, more likely to be
male, and more likely to be a student. The large coefficient on LN DIVIDENDS is consistent with NON-
INVESTORS having no other investment income, by definition. These results provide initial evidence that
while CRYPTOCURRENCY SELLERs tend to be wealthier and have more income than the general popula-
tion, some of that difference may actually reverse, depending on the comparison group. In addition, the fact
that CRYPTOCURRENCY SELLERs report higher wage income than both comparison groups suggest they
may be more sophisticated or wealthier, on average.
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5. Conclusion

We offer the first broad-sample descriptive evidence on U.S. taxpayers selling cryptocurrency. As the number
of cryptocurrency reporters increases and cryptocurrencies become a larger part of the financial ecosystem,
it is imperative that regulators and rule-makers understand who sells cryptocurrencies. Our analyses suggest
that despite increasingly widespread cryptocurrency investment, users are distinct from other U.S. investors
and from non-investing taxpayers (e.g., certain geographic areas of the U.S. continue to be top cryptocurrency
areas). Consistent with cryptocurrency gaining more mainstream appeal, we find that the number of counties
in the U.S. with significant cryptocurrency reporting has increased dramatically. We also find evidence that
the industries where cryptocurrency reporters work are becoming more diverse, moving from technology and
finance related fields to areas such as restaurant workers. The association between certain personal attributes
(e.g., gender, income, age, marital and student status) and cryptocurrency reporters are also changing over
time, reinforcing the need for timely, broad-based evidence. Our study contributes to the growing literature
on cryptocurrency and its users. We also provide timely evidence that can inform lawmakers and regulators as
they seek to better target and construct legislation and rules.
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Appendix A. Variable Descriptions

VARIABLE DESCRIPTION

Variables of Interest

1 if either the description of a Form 8949 transaction is identi-
fied as cryptocurrency or a description from Form 1099-B is
CRYPTOCURRENCY SELLER identified as cryptocurrency for tax returni in yeart. 0 other-
wise. See online appendix A for a description of the textual
analysis which identifies transactions as cryptocurrency.

1 if tax return in yeart reports either a non-zero amount for
dividends or a non-zero amount for capital gain on Form
1040, and is not identified as a CRYPTOCURRENCY
SELLER in yeart. 0 otherwise.

1 if a tax return is neither a CRYPTOCURRENCY SELLER
nor a NON-CRYPTO SELLING INVESTOR, 0 otherwise.

NON-CRYPTO SELLING INVESTOR

NON-INVESTOR

Sum of the total gain or loss reported on Form 8949 for trans-

CRYPTOCURRENCY GAIN actions identified as cryptocurrency for tax returni in yeart

Number of separate lines which are identified as cryptocur-

NEL IR ERMPIOMRAR SIS rency transactions on Form 8949 for tax returni in yeart

An indicator equal to 1 if the primary or secondary taxpayer
CRYPTOCURRENCY 1099B received any Form 1099-B which includes a transaction iden-
tified as cryptocurrency. See Online Appendix A. 0 Otherwise.

A year trend variable which takes the value of 0 in 2013 and
TREND . -
increases in increments of 1.

CRYPTOCURRENCY MILLIONAIRE 1 for taxpayeri if = $1,000,000

1 for taxpayeri if = $1,000,000 and CRYPTOCURRENCY

EQUITY MILLIONAIRE MILLIONAIRE = 0

Continuous/Discrete Variables

AGE The year in which tax returnit was filed less the birth year for
the primary taxpayer on tax returni

WAGES Wages as reported on Form 1040 for tax returni in yeart.

Taxable Interest as reported on Form 1040 for tax returni in

TAXABLE INTEREST
yeart.

Taxable Dividends as reported on Form 1040 for tax returni

TAXABLE DIVIDENDS .
in yeart.

Capital Gain/Loss as reported in Form 1040 for tax returni in

CAPITAL GAIN/LOSSt yeart

Taxable income after all deductions reported on Form 1040

TAXABLE INCOME s
for tax returni in yeart.

Number of dependents reported on a taxpayer’s return for
DEPENDENTS yeart. This variable ranges from 0 to 4 dependents due to
restrictions in IRS data.

Indicator Variables

1 if tax returni in yeart reports both a primary taxpayer and a

MARRIED spouse, 0 otherwise.

1 if tax returni in yeart does not report a spouse and census
SINGLE MALE data lists the primary taxpayer as male. 0 if census data lists
the primary taxpayer as female. Missing otherwise.
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VARIABLE DESCRIPTION

Variables of Interest

1 if tax returni in yeart had Schedule A for Itemized Deduc-

BEH tions attached. 0 otherwise.

1 if tax returni in yeart included Schedule EIC for the Earned

EIC TAX CREDITY Income Tax Credit. 0 otherwise.

1 if tax returni in yeart receives a Form 1098 for mortgage

HOMEOWNERZ interest

1 if tax returni in yeart receives a W-2G for gambling winnings
GAMBLERY with reported amounts in Box 1 or Box 7
STUDENT 1 if tax returni in yeart receives a Form 1098-T for tuition and

has reported amounts in Box 1 for Tuition and Fees in Box 1

1 if tax returni in yeart receives a 1099-C for the cancellation

CANCELLATION OF DEBTY of debt and reports an amount in Box 2

* CRYPTOCURRENCY GAIN and NUM CRYPTO TRANSACTIONS are only non-zero for tax returns for which we identify cryptocurrency transactions. It is possible that
some cryptocurrency transactions are summarized on these lines or are summarized on the Schedule D of Form 1040. Thus, they should be interpreted as lower bounds
rather than absolute values.

T CAPITAL GAIN/LOSS is reported on Form 1040 after the capital loss limitation. The minimum value for this variable is -3,000. Losses in excess of -3,000 are carried
forward and included in the next year's CAPITAL GAIN/LOSS amount.

1The indicator variables for SCH A and EIC TAX CREDIT are indicators for the presence of their respective forms, Schedule A and Schedule EIC. Filing these forms is at
the discretion of the taxpayer and does not mean that they claimed the credit or reduced the taxes due of the taxpayer. HOMEOWNER is an indicator variable for the pres-
ence of third-party reported information on mortgage interest. It therefore captures taxpayers who may or may not report the item on their individual tax returns, but it may
not capture taxpayers who fall under the reporting thresholds. Such as taxpayers who pay less than $600 in Mortgage, interest.
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FIGURE 1. Characteristics by Taxpayer Type

0.25
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0.05 I

EIC TAX CREDIT GAMBLER STUDENT CANCELLATION OF
DEBT

® Non-Investor Investors Cryptocurrency
Note: Figure 1 shows the percentage of tax returns, split by taxpayer type, for various statistics. EIC is the percentage of tax returns which include the Earned Income Tax

Credit, GAMBLER is the percentage of returns which receive a Form W-2G for gambling income, STUDENT is the percentage of returns which receive a Form 1098-T for
tuition expense, and CANCELLATION OF DEBT is the percentage of returns which receive a Form 1099-C for cancellation of debt income.



Who Sells Cryptocurrency?

183

FIGURE 2. Time Trends in Cryptocurrency

PANEL A. Number of CRYPTOCURRENCY SELLERs over time
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PANEL B. CRYPTOCURRENCY SELLER Age and Income over Time
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Note: Panel A reports the number of taxpayers who report cryptocurrency each year over our sample period. The number of reporters in trends upward from 4,344
(2013) to over 1.5 million (2020). Panel B splits the population into CRYPTOCURRENCY SELLERs or non-CRYPTOCURRENCY SELLERs and shows both the

age (left-hand Y axis) and Taxable Income (right-hand Y axis) for both groups.
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FIGURE 3. Histogram of Taxable Income for CRYPTOCURRENCY SELLERs
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Note: Figure 2 shows the Histogram for Taxable Income for CRYPTOCURRENCY SELLERS across the sample period. We limit the Y axis to $270,000 of taxable
income, which relates approximately to the 95" percentile. Bin width is $10,000, with midpoints listed on the x-axis. Tax returns which would have less than $0 of
income due to losses or deductions are limited to $0 due to tax reporting rules.

FIGURE 4. Mean Taxable Income of Taxpayers with >$1 Million Cryptocurrency
Gains
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Note: Figure 4 graphs average taxable income over time of taxpayers who reported a Cryptocurrency capital gain of at least $1 million. Taxpayers
are divided into quartiles based on their taxable income in T-2. If a taxpayer does not file a return in T-2, we assume that their taxable income is 0. In
order to have data to complete quartiles, we only include gains beginning in 2015. The first cryptocurrency gain of at least $1 million is set as T-0.
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FIGURE 5. Heat Map of CRYPTOCURRENCY SELLERSs over time
Panel A. 2014 Panel B. 2016
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Note: Figure 5 displays heat maps of the percentage of cryptocurrency sellers in each county in the continental U.S. in 2014, 2016, 2018, and 2020. Breakpoints between
colors are based on the decile rankings for 2020 to make colors comparable between graphs (Breakpoints: 0, >0 to 0.362, 0.362 to 0.456, 0.456 to 0.522, 0.522 to 0.576,
0.576 to 0.641, 0.641 to 0.719, 0.719 to 0.851, 0.851 to 1.04, and 1.04 to 2.37).
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FIGURE 6. Industry of CRYPTOCURRENCY SELLERs over time
PANEL A: Top CRYPTOCURRENCY SELLER Job Industries Over Time by Percentage
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PANEL B: Top CRYPTOCURRENCY SELLER Job Industries Over Time by Number

Rank Rank
Prof, Scientific, Tech. Services @ @Prof, Scientific, Tech. Services
Admin and Support Services @ @ Admin and Support Services

@ Food Service and Drink Places
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Securities, Financial Invest. \ / @ Ambulatory Health Services
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Note: Panel A presents the ratio of CRYPTOCURRENCY SELLERs in a particular business industry by year compared to all taxpayers in the given industry, Panel B pres-
ents the top business industries over time ranked by the number of CRYPTOCURRENCY SELLERs. To identify industry of a taxpayer, we obtain the population of W-2 data
for our sample years, which reports wage income and use the W-2 with the highest reported income each year. Next, we identify the three-digit NAICS code based on the
business tax return that filed the Form W-2. Since CRYPTOCURRENCY SELLER is calculated at the tax return level, if a joint tax return is filed, we assume both spouses
are/are not holders of cryptocurrency. The denominator is the total taxpayers whose highest paid W-2 is in the given industry. Each taxpayer is assigned only a single indus-
try. Data points are for each even numbered year between 2014 and 2020. A point at the bottom of each chart means that the specified industry was not in the top 10.



187

Who Sells Cryptocurrency?

"uelpaw anJ} ayj puno.e abelaAe [e00] B SE Paje|Nd[ed Sie SUBIpaW ‘sjuswalinbal 81nsojosIp ejep SH| Yim Ajdwod o} Joplo | ‘Buissiw ale sjunowe 8Soy) Joj SaN|eA JO Jaquinu

||lews e ‘eseqejep uolelsiuiwpy AJnoag [e100g ey} Ui abe pue Jopuab 4oy senjea Buissiw 0} ang sauljepInB ainsojosip Sy| Jod UOIEAISS|O UBIPaW U} PUNOJE SUOIEAISSGO B} JO UBSW BU} SE Paje|noed ale SUBIPS|\ "o[ewsd) a1e pue
uinjal julof e ol Jou op oym siahedxe) si suljeseq sy} alaym ajqelieA [eolobales e jo ped aie g3V PUB ITVIN ITONIS "9-6601 W04 pue 6768 W04 Yjoq uo papodal ale yolym suofoesues) Buipunod s|gnop pioAe 0} g-660] W04 Woly
syunowe pajiodas BuleNojed PIoA. SAA "UIN}SI XE} BU) WOI) SUOROESUEL} 8SOU) Joj Sjunowe papodal Ajjusapl 0} 9|ge 8d Jou PINom 8m sny} pue ‘g 8iNpayds Jo Op0 ) Wio4 Jiay) uo siakedxe) Aq pazuewwns aq Aew g-660} WI0- uo papodal
suoloesuel) owos “(AjoAoadsal //1'y68 PUB 0rE'€98) SUOBAISS]O BUISSILI-UOU Pajiwil 9ABY SNU} PUB 6168 WIOS WO uojieuLiojul Buisn Ajuo paje|nojes aie SNOILOVSNYHL OLAAMO 40 WNN PUE NIVO AONIHHNIOLJAHD “uoneyw|
uieb |eydeo |jesano ay) 0} piebal yym paje|nojed jJou Si pue siseq [9A8] UOIIOBSUEI) B U0 paje[ndjed st NIVO ADNIHHNDOLAAYHD Jeramoy ‘uoneyiwi| sso| [eyded 000‘s @Y 0} pajwil st SSOT/NIVO TV.LIdYD siekedxe} Jayjo e aie siekedxe]
HOLSIANI-NON '} Jedk ul 010} Wwio4 JIdy} uo sso| Jo ules [eyde) e Jo spuspiAId Jayye Hodal op ng AousnnooydAid Buljes se paypuapl Jou aie oym siehedxe) a1e SHOLSIANI ONITIES AONITHHNDOLIAHD-NON "uonduosap sy Jo sish
-leue [enyxa} ybnouyy AousiinooydAlo o} Bunejes se Ayuapl am Yolym g-6601 W04 B 9AI908. Oym Jo ‘suoidiuosap ules) [eNded 668 Wio4 Jo sishjeue [enyxa} ybnoiyy } Jeak 1oy AousiinooydAio Buljes se Ajuapl em oym siekedxe) ale sy3773S
AONTHUNOOLAAHD "SHITTIS AONIHHNOOLJAHO PUE ‘SHOLSIANI ONITIIS AONTHHNOOLJAHO-NON ‘SHOLSIANI-NON Usemiag 1no yids (0202-€10z) siokedxe) jo ajdwes [inj ay) o} sonsiels aanduosap spodai | ajqe :8joN

3 45340 ¥82°0 - - 96601 AODNIHINOOLdAHD
0 6¢1°0 2100 0 G800 2000 0 €10 8100 193d 40 NOLLVTI3ONYO
0 ¥60°0 6000 0 6600 0100 0 9600 6000 d379NVO
0 6v¢'0 9900 0 €210 G100 0 8.€°0 €21°0 11d349 Xv1 oI3
3 0¥'001 06'6 - - SNOILOVSNVHL OLdAdO 40 NNN
yXA 70828 v8v'el - - NIVO AODNIFHINIOOLdAHD
TLE'9E 0GL'980°L Lev'Le GLL'29 991°'620°L  €5e'8EL LvL'6lL 11688 ave've JNOODNI 319VYXVL
0 919'/91°L G9L'8L 144 060958 z16'ce 0 0 0 *SSOT/NIVO VLIdVO

ss|qele aAnduoseqg
0 069°¢ 989°L Sl'9 61°¢ €99'G 0 0000 - SAN3dIAIA N1
.0l 60€°€ v¢lL'6 €601 €9¢°G L61°L 6101 (AR 1188 S3IOVM N
0 86€°0 161°0 0 .10 L€0°0 0 cve0 2900 1IN3anLs
0 8670 LG50 0 G8¢°0 ¢80 0 ¥91°0 v1€0 IV
0 G8¥°0 8.€°0 0 €670 850 0 S9¥°0 91€0 d3arddavin
0 8€€°0 LEL'0 0 16¥°0 4440 0 ¥.€°0 891°0 V HOS
0 8ze'L8 6v9'L 697 889292 z88°L 0 0 0 SAN3dIAIQ 379VXVL
0 Y0E'€9Z’L €eL') yA4 2z0'est 1G2°C 0 GG6'6Y 86 1S3H3LINI F19VYXVL
0L0'9Y 090'G5€ 6¥0°L.L €LY'LE ZrL'T6ee 81€£'08 ¥09'9C Z10'282 90G'6€ SIOVM
0¢ G201 8/°C¢ 89 ca'8lL 9¢'99 6€ c¢L 9l VA4 3OV

UBIpaN  "ASQ°‘PIS  uesp uelpay  ‘AeQ ‘PIS ueajy UBIpBN  ‘Ae@ PIS  uea|y

}saiaju] Jo sajqeliep

(926°029°2=N) (01£'596°0£2=N) ¥OL (9gz‘z0L'SH8=N)
SYIT13S ADNIFHUNIOLdAND IANI AODNTHHNIOLAAYD-NON YOLSIANI-NON

solisije)s aanduosaqg ‘| 319vL



Hoopes, Menzer, and Wilde

188

“BUISSIL 818 SJUNOWE 8SOU} J0j SBN|EA JO JOGWINU [[BWS B ‘8Seqejep UOReSIUILPY AJndeg [e100g oy} ul ebe pue Japuab oy senjea Buissiw 0} eng “seuljepinb ainsojsip Sy| Jed

UOI}JEAJSSJO UBIPSW 8y} punoJe SUOlieAIasqo 8y} JO Ueall 8y} Se paje[nojed ale suelpajy "djews) ale pue uinjal juiof e ajy jJou op oym siaAedxe) si suljeseq sy} aiaym ajqelieA [eoliobales e jo ued ale g3y VA Pue 3TYIN ITONIS '9-6601
W04 pUe Gy6g WIOH Yog Uo papodal a1e yolym Suoioesuel) Bujunod a|gqnop PIOAE 0} JOPJO Ul §-660 | W04 WO SJunowe papodal Bule|nojes pIoAB A UIN}el X} 8y} WOJ) SUOHOBSUEI) 9S0U) Joj sjunowe papodal Ayjuspl o} a|qe aq jou
pINOM 8M SNY} pue ‘g 8INPayds 10 00| W04 Iy} uo siehedxe) Aq pezuewwns aq Aew g-660| W04 U0 pepodal suopoesuel) swos “(AjeAnoadsal /71 768 PUB 0FE‘S98) SUOHEAISSO BUISSILI-UOU PS}iWI| SABY SNY} PUB 6768 W04 WOl
uonewoyul Buisn Ajuo pajenojes aie SNOILOYSNYYL OLdAND 40 INNN PUE NIV AONIHUNDOLAAHD “uoneywi uteb eydes [[e1an0 ay) 0} p1ebal yim paje|nojed Jou S| PUE SISeq [9A3] UOJIOBSUEI) B UO Paje|nofes st NIVO AONIHEND
-OLdAMD ‘4ensmoy ‘uonepwi| ssof [ended 000‘€$ Ui 03 paHWI| S SSOTNIVO TV.LIdYD “ured Aous1noojdAid Jo uoljiw 1§ JoAo sziubooa jou op pue uieb [epded Ainba jo uoljjiw | $ JoAo 8ziubodal oym siokedxe} Joj JOJeDIPUI JUBLIEAUL S

e S| JHIVNOITTIN ALIND3 “pouiad ejdwies ay} Jeno suonoesues} AousLno0ydAlo Jo Jinsel e se ulef jo uoliw |.§ 1eno 8ziubooas oym siekedxe) Joj Jojedlpul JuBLBAUL 8WI B S 3HIYNOITTIN AONIHENOOLIAND STHIVNOITIIN AONIY
-4NOOLdAYO PUE ‘STHIVNOITIIN ALINOT ‘SYITTIS AONIHHUNOOLAAYO ‘SHOLSIANI ONITIIS AONIHHNDOLIAHD-NON ‘SHOLSIANI-NON Usamad 1no Jiids (0Z02-€102) siokedxe) Jo sjdwies [|ny sy} Joj a1 Sosiels 9say L :810N

080°0 900°0 690°0 S00°0 6210 2100 60°0 100 €10 ¢00 1930 40 NOILVTIaONVO
(440 G100 8010 [4%0)0] ¥60°0 6000 0Lo 100 0L0 100 I<ERENNS]
€91°0 1200 cel’o 8100 66€°0 861°0 10 €00 20 900 1N3anits
G170 ¥20°0 8G1°0 9200 80%°0 6810 - - - - 86601 AODNIHINOOLdAHD
€61°0 145340 9lv'0 €20 86%°0 €30 G8¢°0 41 30] Y9°0 ¥1€°0 TV
16¥°0 6650 Gev'o Lv/.°0 ¥8¥°0 G.€0 €670 7850 S9¥°0 9L€0 a3arddavin
800 9000 6¥0°0 ¢00°0 0S¢0 1900 €210 G100 8.¢°0 €L1°0 11d340 Xv1 213
S61°0 695°0 96€°0 G08°0 €€€°0 Lel0 16v°0 (44740 v.€°0 891°0 V HOS
0050 €670 00G°0 L1G°0 16€°0 961°0 96%°0 SEV'0 2000 0000 9011 319VXVL

so|qeleA Jojeolpuf
S0¥ GG 1424 Sl €6 ol - - - - SNOILOVSNVHL OLdAdO 40 NNN
¥€0'865°91 662'€€8'C  ¥S9'€ET'8  vZY'669°L  €11'GGE 98e'vL G60'890°L  806°L€EL 096'88 GYEvE JNOODNI 319VYXVL
9z5'TTL'8 8¥Z'eGL’) L9v°L08'€  890°€eE- ¥0Z'€E zov'e - - - - NIVO AONFHHNDOOLdAHD
896'c/L'0c  SGL¥'/6ECT  L06'8G0'8  C/8'G90°L  ZLE'9ES 289'G €EY'6E8 102°ce - - *SSOT/NIVO TVLIdVO
¥19'622'C 981°G91L 80Z°€LS 082201 S¥8've 161 ¥GZ'292 €G68°/2 - - SAN3dIAIQ 379VXVL
205'6v6 0,096 9/8°€eS Z6€°€9 €99'99z°L  €/l°lL GeLLGI 6€LC GG6'6Y 86 1S3H3LINI F1gVYXVL
668'06.°G 260'99¢ 2€€'889'c L0V LGY G0E'C8L 18€'V. 6.0'68€ Glz'98 210°252 G0G'6E S3OVM
6v'LL €9°0v LE°€L 9,9y 29°0L 69°¢e cs'8lL 9¢'99 ¢L9L LyLy 39V

s8|qeLieA SNonuRU0D

"A9Q "PIS ueajy "A9@ "PIS ueay "A9( "PIS ueapy "A9( "PIS ueajy "A9Q "PIS ueajy

JHIVNOITTIN ¥3T3s MOLSIANI AONIY
AONTHYUNOOLdAND | JHIVNOMUANALINDI |5\ 308n00L1dAND | -4NDOLIANI-NON CIRIEE AL

solsies aAdiIOSap JYIVNOITTIN AONIHUNOOLdAND 2 319Vl



189

Who Sells Cryptocurrency?

‘070 WIO4 8y} UO uojeuLoul

papiroid Jakedxe) Buisn paulep si A0 Jokedxe] "suonoLisal ejep S| 0} enp pue sebejusolad awaulxe aonpas 0} Jeak ay) ul pajy suinjes Y3713S AONIHHNDIOLDAYD 01 1SE9] Je pue 4eak ayj Ul pajly suinydl Xe} 000 | 1Sed| Je aAeY 0} Ajo
uanib Aue auinbai am ‘sjpued yjoq Jo4 A0 uaAlb 8y} ul pajy suinjal Xe} Y37713S AONIHHNIOLdAYD JO Jequinu [ejo} 8y} Uo paseq saio us} do} 8y} SMoys g [aued "sniejs Buljy sy uaAlb sieAedxe} om) 10 U Jay)ie 0} ajejes Aew uinjal xe}
auo se siakedxe) Jo Jaquinu ay} Bune|nojes jou si abejusdiad 8y Ao USAIB ay) Ul pajy SUINYBI Xe) [ JoA0 AjD UBAIB 8y} ul pajy suinjal Xe} Y3713S AONIHHNDIOLdAYD Jo 8bejuaoiad ay) uo paseq sanio us} doj 8y} SMOYS Y [dued :9j0N

9vs'e VO ‘obeig ueg ol 0¢ NIA ‘stjodeauuy ol
£65°C VO ‘esor ueg 6 0¢ VO ‘esor ueg 6
£v9'e VM ‘eless 8 Ly 71 ‘obeaiyn 8
088°¢ X1 ‘unsny i zy X1 ‘uo}SnoH i
z16'e X1 ‘Uo}SNoH 9 zy VO ‘seebuy so 9
0St'y VO ‘oosiouel ues S A7 X1 ‘upsny S
€891 71 ‘obeaiyn 12 65 AN ‘UApjoolg 14
Gll'v VO ‘sejebuy so7 € 09 VM ‘epess €
8GE'S AN SHOA MON 4 8G1 AN SHOA MON z
Szr's AN ‘uApjooig L 291 VO ‘oosiouel ueg I

SJ9]|98 JO JaquinN SJ19]|9S JO JaquINN

s1afedxe] jo JaquinN Aq 0Z0zZ pue 10z 10} sa1319 AouaiinsoydAio doj "g JaNvd

%618¢°L PN ‘snonedag ol %.€10°0 X1 ‘oueld ol
%688¢" L VO ‘ugng 6 %.¥10°0 VM ‘emess 6
%S00t L VO ‘Juowsaiy 8 %.810°0 VO ‘juowai 8
%c6cy’ L VM ‘puowipsy VA %0200 AN YI0A MON VA
%0EYY’ L VO ‘elg|] ejues 9 %%0€0°0 VIA ‘eBpLque) 9
%565t L VO ‘ouadng S %69€0°0 VM ‘puowpay S
%8E9Y L VO ‘sexdiiiy 14 %¥8€0°0 VO ‘0l oed 14
%8¥9t"L VO ‘ssoy € %0L10°0 VO ‘0dsiouelq ueg €
%SyCs’L VO ‘M3I/ UIBJUno Z %2250°0 VD ‘MAIA UlBjuUnoN 2z
%cZ0¥S"L vO ‘elerbuung 3 %21€90°0 VO “ied ojusiy |

s19]|9S jo abejuasiad

suun)ay 19hedxe] jo abejuasiad Aq 0Z0Z Pue ¥10Z 104 sa131) AouasinsoydAiy do] "y 1aNVd

020Z pue 10z 10} sai1g AouasinooydAig o) dog "¢ 379Vl



Hoopes, Menzer, and Wilde

190

'S YF779S AONFHHNDOLIAHD 40 Joquinu mes 8y Ag paxues ale saLisnpul 810} s ¥J779S AONTHHNIOLJAHO JO Oljes 8y} Jo pesjsul jey) jdeoxs uoneulojul swes sy} sjuesaid g [aued “Aisnput sjbuis e Ajuo paubisse

si JaAedxey yoe3g ‘Ansnpur uaalb auy ut st z-pA pred jsayBiy asoym siekedxe) [e30} 8y sI Jojeuluouap ay | “AouaunoojdAo Jo siapjoy Jou aie/aie sesnods Yjog awnsse om ‘pajly SI UInjal Xey Julof e Ji |9A8| uInjal Xe) 8y} Je paje|noled st §3773S
AONTHHNOOLAAHD d2UIS "Z-M WO BU} PaJI Jey} uinjdl Xe} ssauisng ay} uo paseq apod SOIVN HbIp-aa1y) ay) Ayjuapl am ‘IxaN Jeak yoes awooul pajodal }saybiy auj yum z-pA 843 8sn pue awooul abem spodal yoiym ‘sieak sidwes
ano Joj eyep z-\\ Jo uonendod sy uteyqo am ‘uakedxey e jo Ansnpur Auapi o) “Ansnpur uaaib auj ul sieAedxe |je o} pasedwod Jeak Aq Ansnpul ssauisng Jejnoaiued e ul sia|j9S Aoua.inooydAi) Jo onjes ay) sjussaud v [dued ‘ a|qe] :8}0N

zoL'ee zes SSIIAOY Paje|dy PUE UOREIPBWLSIU| IPBID 101 zes SOIIAOY Paje|oy PUE UOKEIPaWISIU| JPBID ol

1€1'6€ Sh s8.0)g 8belanag pue poo 801 LS (youssyu| 1dsoxe) semsnpu| Bulysiiand 6
suoneziuebiQ Jejwis

8€.'6€ 229 s|eydsoH 1zl €18 pUE ‘[eu0ISS8j0.d ‘DIAID ‘Bupjewiuels ‘snoibijey 8

suoneziuebliQ Jejwig

6SS LY €18 pue ‘jeuoissajold ‘aIAID ‘Bunjewiuels) ‘snoibijay izAN vee Bulnjoenueyy Jonpoid d1uoJ}od|g pue Jaindwo) ]

£2¥'sS [HKe) S80IAISG [BUOIEONPT eyl 615 S8OIAISS UOHEWIOJU] JBYIO 9

926'95 862 siojoeluo) apel| Ajeroads 16L 129 S80IMBS 81BD UiESH Aloyeinquy S
SOIJAIIOY Poje|ay pue SJUSWISaAU| |eloueulH

18€'L. 129 S80IAIBG 81D UledH Aloje|nquiy 4% €2s Jayj0 pue ‘spenuo) AIpowwoy ‘sellndes ¥

€9/'86 44 S808|d BupjulQ pue sedIAeS pood 174 19 $90IAISS [BUOKEONPT €

10Z'L¥L 19G $80|AI9S Hoddng pue sAlesIuIWLPY L0g 19S $90|A18S Hoddng pue sAlelsIuIWPY z

985222 LbS S8OIAISS [BOIUYDS] PUE ‘OIRUBIOS ‘[eUOISSB)0Id £v6 LS S8OIAISG [BOJUYDS] PUE ‘DYUBIOS ‘[eUOISSaj0.Id I

JaquinN €SOIVN Axnsnpuj laquiny €SOIVN Ansnpuj

laqunN Aq 0Z0Z pue $1.0zZ 10} sauisnpu] gor AsuauinsoydAig doj :g 1aNvd

%G9’ 0LS uonew.o]| %000 116 SUOPEDIUNWWIODBIS] oL
%CL'} .18 SUOIJedIUNWIWODdIL %100 628 S9OIYSA [BIOUBUIS J1BUYIQO PUE ‘Sjsni| ‘spund 6
%EL | 2017 Si9|le}oy 9I0)SUON %100 zLs saLjsnpu| BuIpI0d8Y PUNOS pue 81Njdid UOHOW 8
suonnsul
%9/ vEe Bunnjoejnuel 1onNpoid d1uoJ}os|g pue Jajndwo) %100 rAWA Je|lwiS pue ‘se)ig |eolo)sSIH ‘swnasnip ]
%161 0vS S9OIAISG [BOIUYOS] pUB ‘OIj1JUSIOS ‘[euolISSaj0ld %100 LvS S9IIAISS [BOIUYDS] pUB ‘OI1IUSIOS ‘[BUOISSSj0.d 9
%¥0°C (%% $810}g 9ouelddy pue so1u0.409|g %100 y€e Buunjoenue|y 1oNpold 21u0J308|3 pue Jaindwo) g
%G1 LG (3oulelu| 3deoxs) sauysnpu| Bulysiignd %100 LG (3outelu| 3deoxs) sauysnpu| Bulysiigngd v
%192 816G S90IAI8G pajejay pue ‘BunsoH ‘Buissasoid eleq %20°0 [eIKe] S90IAI8S paje|ay pue ‘BuisoH ‘Buissasold eleq €
SOIJAIIOY Poje|ay pue SJUSWISOAU| |eloueulH
%0L'2 9lg Bunseopeo.g pue Bulysiignd joussiul %200 forde} JayjQO pue ‘syoenuod Ajpowwo) ‘saundeg z
%62°E 61S S80IAISS UOREBWIO| JBUIO %%0°0 6lS S9O|AIOS UOHEBWIOM| JBUIO L

juadiad €SOIVN Ansnpuj jusdiad €SOIVN Ansnpuj

abejusosiad Aq 0Z0zZ pue ¥10Z 10} sausnpu] qopr AsuasunsoydAig doj "v 13NVd
0202 Pue 10z 10} salysnpuj qor AouasinooydAip doy “f 3719Vl



Who Sells Cryptocurrency? 191

TABLE 5. Determinants of CRYPTOCURRENCY SELLER

CRYPTOCURRENCY SELLER

Dependent Variable:

Independent Variables Model 1

Estimate Std. Error Estimate Std. Error 1
AGE (UNDER 24) 0.00458 (0.000062) 10 -0.00395 (0.000068) 10
AGE (25-44) 0.00466 (0.000054) 10 -0.00372 (0.000058) 10
AGE (45-64) 0.00113 (0.000036) 10 -0.00073 (0.000039) 10
LN WAGES 0.00006 (0.000004) 10 -0.00004 (0.000005) 10
LN DIVIDENDS 0.00035 (0.000007) 10 -0.00021 (0.000007) 10
MARRIED 0.00247 (0.000035) 10 -0.00333 (0.000057) 10
SINGLE MALE 0.00353 (0.000041) 10 -0.00482 (0.000066) 10
HOMEOWNER 0.00029 (0.000036) 10 -0.00012 (0.00004) 6
DEPENDENTS -0.00031 (0.000017) 10 0.00032 (0.000019) 10
STUDENT 0.00380 (0.000126) 10 -0.00487 (0.00016) 10
TREND -0.00140 (0.000018) 10
AGE (UNDER 24) * TREND 0.00232 (0.000034) 10
AGE (25-44) * TREND 0.00227 (0.000028) 10
AGE (45-64) * TREND 0.00048 (0.000018) 10
LN WAGES * TREND 0.00002 (0.000002) 10
LN DIVIDENDS * TREND 0.00015 (0.000003) 10
MARRIED * TREND 0.00125 (0.000019) 10
SINGLE MALE * TREND 0.00179 (0.000022) 10
HOMEOWNER * TREND 0.00011 (0.00002) 10
DEPENDENTS * TREND -0.00018 (0.00001) 10
STUDENT * TREND 0.00163 (0.000053) 10
Intercept -0.00031 (0.000017) 10 0.00032 (0.000019) 10
Observations 10,000,000 10,000,000
Year Fixed Effects YES NO
gzﬁ::ine Full Sample Probability of Crypto 0.00243 0.00243
Average Adjusted R2 0.002 0.002

1 The number of significant coefficients (out of 10) at the 1% level across the 10 random samples.

Note: Reported coefficient estimates, standard errors, and adjusted R? are average numbers over 10 iterations of random sampling. For each random sample, 10 million
tax returns were selected at random from the full sample of tax returns (approx. 1.078 billion, from which the baseline full sample probability was computed). Numbers to the
right of the coefficient are the number of coefficients that were significant at the 1% level over all iterations. Column (1) reports the results of model 1 on a random sample
of all tax returns. Column (2) reports the results of model 2 on a random sample of all tax returns. Variables are defined in Online Appendix A. Robust Standard errors are
reported in parentheses. To aid in the interpretation of coefficient magnitude, the baseline full sample probability of being a CRYPTOCURRENCY SELLER is reported at the
bottom of each column.
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TABLE 6. Cross Sectional Samples of Cryptocurrency Determinants

Dependent Variable: CRYPTOCURRENCY SELLER

Sample (1) Sample (2) Sample (3) Sample (4)
Only Crypto Only Crypto
Twieare v Seind Sl
Independent Variables Estimate Estimate Estimate Estimate
(Std. Error) (Std. Error) (Std. Error) (Std. Error)
AGE (UNDER 24) 0.00004 8 0.00850 10 0.03255 10 0.00380 10
(0.000012) (0.000117) (0.000574) (0.000063)
AGE (25-44) 0.00007 10 0.00856 10 0.02076 10 0.00348 10
(0.000013) (0.000098) (0.000272) (0.000053)
AGE (45-64) 0.00004 7 0.00189 10 0.00090 10 0.00064 10
(0.000012) (0.000064) (0.000135) (0.000039)
LN WAGES 0.00000 1 0.00010 10 0.00011 10 0.00004 10
(0.000001) (0.000008) (0.000015) (0.000005)
LN DIVIDENDS 0.00002 10 0.00062 10 -0.00342 10 0.16578 10
(0.000002) (0.000012) (0.000029) (0.00085)
MARRIED 0.00003 10 0.00469 10 0.00694 10 0.00256 10
(0.000006) (0.000067) (0.000137) (0.00004)
SINGLE MALE 0.00004 10 0.00661 10 0.01865 10 0.00327 10
(0.000006) (0.000076) (0.000257) (0.000041)
HOMEOWNER 0.00001 2 0.00051 10 -0.00788 10 0.00029 10
(0.000007) (0.000069) (0.000155) (0.000041)
DEPENDENTS 0.00000 2 -0.00058 10 0.00006 0 -0.00030 10
(0.000003) (0.000033) (0.000096) (0.000017)
STUDENT 0.00000 0 0.00413 10 0.02613 10 0.00363 10
(0.000016) (0.000163) (0.000912) (0.000126)
Intercept 0.00000 2 -0.00058 10 0.00006 0 -0.00030 10
(0.000003) (0.000033) (0.000096) (0.000017)
Observations 10,000,000 10,000,000
Year Fixed Effects YES YES YES YES
S;‘”Sifygf CF;‘JLtSOag‘;:ZP“’b' 0.00004 0.00459 0.00309 0.01122
Average Adjusted R? 0.000 0.005 0.011 0.003

1 The number of significant coefficients (out of 10) at the 1 percent level across the 10 random samples.

Note: Reported coefficient estimates, standard errors, and adjusted R? are average numbers over 10 iterations of random sampling. For each random sample, 10 million
tax returns were selected at random from the full sample of tax returns (approx. 1.078 billion, from which the baseline full sample probability was computed). Numbers to
the right of the coefficient are the number of coefficients that were significant at the 1 percent level over all iterations. Columns (1) and (2) report the results of model 1 run
on the same random samples split by early sample period (2013-2016) and late sample period (2017-2020). Each column is therefore only a portion of the full 9 million

tax return random sample. Columns (3) and (4) report the results of model 1 where the control sample consists of only NON-CRYPTO SELLING INVESTORs (3) or NON-
INVESTORs (4). Each column is therefore only a portion of the full 10 million tax return random sample. Variables are defined in Online Appendix A. Robust standard errors
are reported in parenthesis. To aid in the interpretation of coefficient magnitude, the baseline full sample probability of being a CRYPTOCURRENCY SELLER is reported at
the bottom of each column. The number of observations in each random sample varies based on the cross-sectional split and random sample.
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Online Appendix—Not for print publication

Overview of the Bitcoin Network and Transactions

Bitcoin can refer both to the unit of account as well as the ledger which records transactions denominated in
Bitcoin. Although we will discuss Bitcoin specifically, the general information applies to many other similar
cryptocurrencies, and we attempt to note important differences. Bitcoin is a decentralized public ledger and
can be thought of as serving a similar function to a bank. The Bitcoin ledger, commonly referred to as “the
blockchain,” contains and updates a list of transactions which can be used to identify how much Bitcoin is as-
sociated with each account. We next go over the key features of Bitcoin and similar cryptocurrencies.

Unlike a traditional bank, Bitcoin is decentralized. This means there is no central authority approving or
processing transactions. Instead, when an individual wants to send Bitcoin, they broadcast the transaction to
the entire Bitcoin network. Then, individuals or groups known as “Miners” observe those transactions and
compete with each other for the right to confirm those transactions are legitimate and post them to the block-
chain. This competition helps to ensure that no single entity has control over which transactions are or are not
posted to the ledger. As a reward for the effort, miners are rewarded with both Bitcoin transaction fees paid by
users, as well as a set Bitcoin reward which is created for each new batch of transactions that is confirmed. For
Bitcoin, the competition for the right to post transactions is based on computing power, where miners with
more computing power are more likely to win. Other cryptocurrencies use other mechanisms to determine
which transactions are recorded on the blockchain.

Although the blockchain is a form accounting ledger, there are several differences which make it unique
from other systems. First, the blockchain does not record running totals like a bank account. Instead, each ac-
count (also called a wallet) is the sum of all transactions that have taken place relating to that wallet. Therefore,
in order to know the current balance of a wallet, one must examine the entire history of the blockchain, not
simply the most recent transactions. The second difference is that Bitcoin accounts cannot be split. If a user has
100 Bitcoin in a wallet and want to spend 10 Bitcoin, then they must send 90 Bitcoin to another wallet owned
by themselves and 10 Bitcoin to the external recipient. Wallets are reusable and can receive unlimited deposits.
The third detail about Bitcoin is that it is a sender-based system. In order to send Bitcoin, all a sender needs is
a Bitcoin account address, and Bitcoin can be sent without any action or even knowledge of the receiver. Taken
together, this makes Bitcoin pseudonymous. The entire transaction history of each individual Bitcoin account
can be observed, however, a single user can have an infinite number of accounts. In addition, because there is
no central processing party, the identity of the owner of individual Bitcoin accounts is difficult to determine
without additional information outside of the blockchain.

Several factors have led to innovation and changes within the cryptocurrency space. First, long transac-
tion approval times (greater than 10 minutes for many Bitcoin transactions) and high transaction fees have led
users to both transact with centralized Bitcoin market makers and develop competing cryptocurrencies with
the aim of reducing the inefficiencies in Bitcoin. Second, although Bitcoin is pseudonymous, newer cryptocur-
rencies have been designed to increase privacy and security. Finally, new blockchains have been developed
which allow users to increase the complexity of transactions. For example, a user could set up a transaction
to send some value of cryptocurrency only if a specific set of identifiable outcomes is realized. Ultimately, the
Bitcoin and cryptocurrency ecosystem continues to rapidly evolve and change over time, offering new oppor-
tunities but also challenges for investors, regulators, and researchers.
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ONLINE Appendix Figure 1. Cryptocurrency Transaction Types (Not drawn
to scale)

IRS Reported 7 \\ Our Sample
Cryptocurrency
Transactions
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Notes: This figure is a representation of the various types of cryptocurrency transactions that taxpayers may
engage in and how those definitions relate to our sample of identified cryptocurrency transactions. The figure
is not intended to be definitive but is provided to help understand the relationship between the universe of
transactions and those which we identify. We provide additional definitions below:

Non-IRS Reported Transactions: These are cryptocurrency transactions which are not reported to the IRS on
an individual tax return on Form 8949 nor are reported to the IRS by third parties on Form 1099-B.

IRS Reported Cryptocurrency Transactions: These are transactions which are reported to the IRS. This could
be through reporting on tax returns (Individual, Business, and Trust), or through reported to the IRS through
various third-party reporting (e.g., Form 1099-B, Form 1099-MISC).

Individual Transactions: These transactions include only those transactions that are reported directly on
Form 1040 for an individual taxpayer or are reported on Form 1099-B where the taxpayer has a Social Security
Number. Individual transactions do not include transactions which are reported by businesses even if those
transactions may eventually flow through to an individual return on Schedule K-1 and Schedule E.

On-Chain Transactions: On-Chain transactions refer to cryptocurrency transactions which are recorded
permanently on a public blockchain. These transactions include sending or receiving cryptocurrency directly
to individual wallets as well as sales of cryptocurrency made directly on the blockchain. The details of these
transactions is generally publicly available but pseudo-anonymous. It is thus difficult to link the public block-
chain data directly to taxpayers. On-Chain Transactions also are not generally subject to third-party reporting
unless there is a centralized intermediary facilitating the transaction.

Exchange Transactions: Exchange transactions refer to cryptocurrency transactions done through a central-
ized third-party outside of the blockchain. These transactions are generally recorded on internal accounts or
ledgers of the centralized party. Thus, individual transactions may not appear, or may only appear in aggregate
on the blockchain.
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ONLINE Appendix Figure 2. Google Trends Index for “bitcoin”
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Following K-1s: Considering Foreign
Accounts in Context

Tomas Wind, David Bratt, Alissa Graff, and Anne Herlache
(IRS: Research, Applied Analytics, and Statistics)’

I. Introduction

U.S. taxpayers’ use of offshore accounts has been an area of focus for the IRS for some time. There are several
reasons why this is the case. First, given the requirement that U.S. taxpayers pay taxes to the IRS regardless of
their country of residence,” assets in overseas accounts held by taxpayers living outside of the United States
may generate income that is legally subject to U.S. taxes. Second, and more significantly, foreign financial in-
stitutions” historically limited reporting of U.S. taxpayers’ overseas assets to the IRS means that taxpayers who
hold or move assets overseas may be underreporting their assets, thereby, not remitting the full amount of the
U.S. taxes that they owe. For these and other reasons, the IRS has long implemented programs in its criminal
investigatory and civil components to increase the number of U.S. taxpayers with overseas assets who come
into and stay in compliance with the U.S. tax laws that pertain to their overseas assets.

Such compliance is a difficult task to ensure. In addition to the fact that some U.S. taxpayers who reside
overseas may be unaware of their obligation to report their overseas assets to the IRS, recent immigrants to the
U.S. who are obliged to pay taxes on their overseas accounts to the IRS may also be unaware of their need to do
so. Moreover, the gaps in relevant reporting from overseas financial institutions described above makes it diffi-
cult for U.S. tax authorities to clearly understand the holdings of U.S. persons with overseas assets. And, finally,
this murky picture is further clouded by the rise of the use of pass-through entities in a variety of tax scenarios.

In light of these challenges, the IRS’s civil component has implemented several pathways over the past
twentysomething years for those persons who owed U.S. taxes on their overseas holdings but had previously
not reported these assets to the IRS to voluntarily come into compliance with U.S. tax law. While each of these
programs (which are summarized below in Section II) had different criteria for participation, they generally
allowed such persons to avoid the significant criminal penalties that they may have faced if their noncompli-
ance had been discovered by IRS Criminal Investigations (CI). In doing so, they have made a substantial im-
pact on the estimated size of the noncompliant population of U.S. persons with overseas assets.

While the particularities of U.S. tax law shaped the specifics of these initiatives, they were not rolled out in
global isolation. Indeed, the Organisation for Economic Co-operation and Development, G20, and other in-
ternational bodies made significant strides during this same time period to promote transparency in countries
whose opaque financial industries masked potential noncompliance with tax laws on the part of citizens of a
variety of countries. These efforts to combat tax evasion have been and continue to be an important backdrop
to efforts undertaken by the IRS.?

Our paper examines one dynamic by which these initiatives may have had their ultimate effect on the
population of noncompliant U.S. persons. In particular, we examine the influence of those who reported a
foreign account during 2006-2020 on those other U.S. persons with whom they are linked through what we
will refer to as a K-1 network. We show that a relationship exists between sharing a network with taxpayers that
have reported a foreign account and reporting a foreign account.

The findings, interpretations, and conclusions expressed in this paper are entirely those of the authors and do not necessarily reflect the views or the official
positions of the U.S. Department of the Treasury or the Internal Revenue Service. All results have been reviewed to ensure that no confidential information is
disclosed.

Filing requirements for U.S. citizens or resident aliens living or traveling outside the United States is determined by the amount of gross income from worldwide
sources, filing status, and age.

For an overview of these related international efforts, see “A Step Change in Tax Transparency” (OECD 2013).
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II. Background on Foreign Account Reporting

Report of Foreign Bank and Financial Accounts

The Bank Secrecy Act (BSA) of 1970 stipulates that some U.S. persons must file a Report of Foreign Bank and
Financial Account a.k.a. “FBAR” (FinCEN Form 114). Those persons include a citizen, resident, corporation,
partnership, LLC, trust, or estate that have a financial interest in or authority over one or more overseas ac-
counts. In keeping with other portions of the BSA, this reporting requirement only applies if the aggregate val-
ue of the foreign accounts of the U.S. person in question is greater than $10,000 in the calendar year in which
it was reported.* U.S. persons who are required to file an FBAR must do so by submitting FinCEN Report 114
(which replaced TD Form 90-22.1 in 2013).

Foreign Account Tax Compliance Act

The Foreign Account Tax Compliance Act (FATCA) was passed in 2010 as part of the Hiring Incentives to
Restore Employment Act. In requiring certain U.S. persons and entities to report their foreign account hold-
ings, FATCA is broadly similar to FBAR. However, FATCA has a higher asset-reporting threshold $50,000 to
$400,000 (depending on residence and marital status). It does not apply to U.S. persons in U.S. territories, and
its definition of assets is broader than that covered by FBAR. In particular, FATCA requires the reporting of
foreign stocks and securities, foreign financial instruments, contracts with non-U.S. persons, and other inter-
ests in foreign entities.?

Offshore Voluntary Disclosure Programs

We use “OVD” (Offshore Voluntary Disclosure) to refer to a series of four initiatives that the IRS undertook
from 2009-2018.° These initiatives built off of CI's longstanding practice of taking voluntary disclosures under
consideration when determining whether to recommend criminal prosecution. Across the four iterations of
OVD, the IRS used an evolving set of incentives (in the form of reduced civil penalties and, in most cases, the
waiver of criminal liability) to encourage taxpayers with overseas financial accounts and assets to come into
compliance with US tax law.

The dates for each iteration of the OVD are as follows:

* 2009 Offshore Voluntary Disclosure Program (OVDP): March 23, 2009—October 8, 2009

» 2011 Offshore Voluntary Disclosure Initiative (OVDI): February 8, 2011—-September 9, 2011
* 2012 OVDP: January 9, 2012—June 30, 2014

* 2014 OVDP: July 1, 2014—September 28, 2018 (technically a continuation of the 2012 program, but
with significant modifications)

By assessing penalties on the accounts and assets covered by this program, the IRS thereby encouraged a
subset of those who had been willfully noncompliant, U.S. taxpayers looking overseas who were unaware of
their U.S. tax obligations, so-called “quiet disclosers,” and others to come into compliance with U.S. tax law.”
At the end of a successfully completed OVD filing, the taxpayer would enter into a Specific Matters Closing
Agreement with the IRS.

*  This overview is based on and, in some places, directly quotes the IRS’s overview of Report of Foreign Bank and Financial Accounts (FBAR). There are several
exceptions to this reporting requirement; see the linked page for further details. See also “Report of Foreign Bank & Financial Accounts (FBAR) Reference
Guide,” IRS Publication 5569 (3-2022).

Summary of FATCA Reporting for U.S. Taxpayers | Internal Revenue Service (irs.gov), Foreign Account Tax Compliance Act (FATCA): Definition and Rules
(investopedia.com).

There was a related program in 2003 called the “Offshore Voluntary Compliance Initiative” that in some ways was a precedent for what we call the “OVD
programs.” However, its penalty structure was different enough, the reported disclosures of the program small enough, and the geopolitical context was different
enough from the OVD programs from 2009 on that we exclude it from our analysis. For a comparison of the penalty structures of these programs including the
2003 OVCI), see GAO (2013).

7 For a summary of the provisions and history of OVDP, see IRM 4.63.3.1.


https://bsaefiling.fincen.treas.gov/NoRegFBARFiler.html
https://www.irs.gov/businesses/small-businesses-self-employed/report-of-foreign-bank-and-financial-accounts-fbar
https://www.irs.gov/businesses/corporations/summary-of-fatca-reporting-for-us-taxpayers
https://www.investopedia.com/terms/f/foreign-account-tax-compliance-act-fatca.asp
https://www.investopedia.com/terms/f/foreign-account-tax-compliance-act-fatca.asp
https://irm.web.irs.gov/Part4/Chapter63/Section1/IRM4.63.1.aspx

Following K-1s: Considering Foreign Accounts in Context 201

Streamlined Filing Compliance Procedures

While OVD’s target population included taxpayers whose noncompliance was at least in part willful, the
Streamlined Filing Compliance Procedures (SFCP) were aimed at those whose noncompliance was completely
non-willful. This program began on September 1, 2012, and is still available to those who believe that they may
have been non-willfully noncompliant with U.S. tax law. SFCP was designed to complement OVD, as many
taxpayers who were non-willfully noncompliant were entering OVD and then withdrawing from the program
after determining that the program’s penalty structure was not appropriate for their situation.® After SFCP was
set up and while OVDP was still running, taxpayers had to make a mutually exclusive choice for one or the
other paths to compliance.

In certifying that their noncompliance was not willful, taxpayers who hope to avail themselves of SFCP
attested that their noncompliance was the result of their “negligence, inadvertence, or mistake or conduct
that is the result of a good-faith misunderstanding of the requirements of the law””® While the streamlined
filing procedure was initially available only to U.S. taxpayers residing abroad, the IRS subsequently opened
this program up to U.S. taxpayers residing in the United States as well. The two different sets of procedures
are known, respectively, as the “Streamlined Foreign Offshore Procedures” and the “Streamlined Domestic
Offshore Procedures” (SDO). Aside from the difference in residency status, they differed primarily in that
SDO imposes a five-percent so-called “miscellaneous offshore penalty”

III. Literature Review

Work on Pass-through Entities and Network Analysis

Pass-through entities (PTEs) have the dual character of being required to submit a tax return while not them-
selves being subject to federal income tax. This function of passing the income (and the attendant tax obliga-
tion) that comes into the PTE on to its constituent members makes this entity structure an attractive option
in a variety of different tax planning scenarios. As such, PTEs and the resulting K-1 networks that they create
have become more widely employed by U.S. taxpayers. (See Olson et al. (2022), p. 2-3 for a more detailed dis-
cussion of this topic.) They have also been the subject of a good deal of analysis by academics, tax authorities,
and other interested parties.

Since the seminal work of Cooper et al. in their 2016 paper on pass-through entities, scholars have made
innovative use of K-1 network data in their analysis of various aspects of tax administration in the United
States (Cooper et al. (2016). In “Entity Structure and Taxes: An Analysis of Embedded Pass-Through Entities,”
for example, the authors demonstrate that the passthrough entities are more likely to appear in relatively com-
plex corporate structures. They also show that the presence of PTEs in corporate structures is “significantly
associated” with tax avoidance and uncertainty (Agarwal et al. (2021), p. 30). While the scope of their study is
limited to C-corporations, the authors’ analysis demonstrates the power of K-1 networks as a tool for analyzing
such data and assisted us in developing a number of metrics used in this paper.

An earlier paper (Agarwal et al. (2015)) by a subset of the same authors and other collaborators within the
IRS demonstrates another way to profitably analyze K-1 network data. In particular, the authors of this paper
show how one can analyze taxpayer networks linked by K-1s through the lens of social network analysis. In
indexing the types and numbers of entities within K-1 networks and the different types of linkages between
them, this paper defines typical network structures and identifies anomalous pass-through arrangements that
may be of interest to tax authorities. Recent work (Love (2021)) has given a more refined description of the
specific entities, dynamics, and capital flows that appear within K-1 networks. After observing that Cooper et
al. were able to identify the ultimate recipients of 74 percent of the income flowing through the universe of K-1
data reported to the IRS, Love uses an expanded set of data points and tailored algorithms to attribute most of
the income that Cooper ef al. had been unable to pin down. (Love estimates that he is able to account for 99

8 https://www.irsvideos.gov/business/FilingPayingTaxes/StreamlinedFilingComplianceProceduresAComplianceOptionForSomeTaxpayers.

* Streamlined Filing Compliance Procedures | Internal Revenue Service (irs.gov).


https://www.irsvideos.gov/business/FilingPayingTaxes/StreamlinedFilingComplianceProceduresAComplianceOptionForSomeTaxpayers
https://www.irs.gov/individuals/international-taxpayers/streamlined-filing-compliance-procedures
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percent of the total income flowing through this space.) Love shows that much of this newly revealed activity is
1) associated with the financial industry, 2) makes use of a so-called “blocker entity” that is domiciled overseas
and which reduces and/or redirects its owners’ tax liability, and 3) largely directs capital from the U.S. to for-
eign partners. Given the opacity of the operations of such blocker entities, the final beneficiaries of such flows
are unclear, but Love suggests that the general flow of passive investment income from the U.S. to overseas
partners has deleterious effects that must be weighed against the benefits of the inflows of foreign investment
into the U.S. that are also facilitated by U.S. tax policy.

Black et al. (2023) further advances our understanding of the landscape of partnerships that report to
the IRS. Using various forms of graphical analysis to visualize the structure of partnership arrangements and
the capital flows within them, Black et al suggest a general division of partnerships into simple, single-owner
structures on one hand and complex structures with multiple owners on the other. Suggesting that the two
constitute, respectively, 85 percent and 15 percent of the total population of partnerships, Black et al. show that
this smaller group of complex partnerships is characterized by circular ownership structures in a given part-
nership as well as multidirectional flows of capital therein. In terms of methodology, the authors demonstrate
that random forest models outperform traditional linear regressions in terms of the accuracy of each predicted
noncompliance.

Work on Foreign Accounts

In addition to the research on K-1 networks outlined above, there have also been several studies on the effect of
the range of initiatives that the IRS has taken over the past twenty years to increase taxpayer compliance with
reporting requirements for overseas accounts. One notable early study of the effect of the earlier iterations of
the Offshore Voluntary Disclosure programs (hereafter referred collectively as “OVD”; see section II above for
a more detailed description of the chronology of the various iterations of this program) was produced by the
Government Accountability Office (GAO) in 2014 (GAO (2014)). The GAO report makes several points that
were amplified by later academic research.

First, GAO notes that almost all of the participants in the 2009 iteration of OVD received the maximum
penalty possible under the program. Additionally, the authors note that most of these accounts were high-val-
ue accounts that were located in Switzerland. Moreover, they note that the 2012 iteration of OVD had broader
reporting requirements for participants; GAO suggests that this is because the data the IRS received from
earlier iterations of OVD did not provide sufficient information to fully understand the landscape of overseas
noncompliance. Finally, GAO notes that there is reason to suspect that there were many U.S. taxpayers with
unreported foreign assets who amended their filings for previous years without participating in OVD. This
population of so-called “quiet disclosers,” GAO suggests, pose a specific risk for noncompliance.

Johannesen et al. (2019) dives deeper into this same set of issues and provides analysis that includes several
additional years of data. The authors show that OVD did result in a significant increase in compliance, but
that they argue that the relatively narrow scope of the program may mean that the more robust enforcement
mechanisms of FATCA were, in fact, warranted. The authors make their case by analyzing the enforcement
effect that is reflected in data on OVD, in particular, and compare it to the data on populations, such as the
“quiet disclosers” that the Government Accountability Office identified that are not included in that group."
The authors confirm the GAO’ findings that, among those who came into compliance with U.S. tax law on
overseas assets during this period, OVD participants tended to have higher-value accounts." They also validate
the GAO’s concern about the population of quiet disclosers, as they suggest that the total amount of additional
tax remitted by quiet disclosers was much larger than the value of additional tax remitted by those who par-
ticipated in OVD. They further estimate that the combined effect of these programs led to the disclosure of
roughly 50,000 additional accounts and $100 billion in new wealth. By way of conclusion, Johannesen et al.

19 Johannesen et al. (2019) report that the number of U.S. residents who filed a Report of Foreign Bank and Financial Accounts (FBARs) increased from roughly
40,000 U.S. residents every year from 2005 to 2008 up to 90,000. Given that a mere 30 percent of these new-FBAR-filers participated in the voluntary disclosure
program described below, the authors conclude that the majority of these new filers tried to sneak back into compliance via quiet disclosure.

They also confirm that many of the OVD accounts in the early 2009 and 2012 iterations of the program were located in Switzerland, Liechtenstein, and
Luxembourg. They attribute this to the fact that financial institutions in these countries were subject to heightened scrutiny and reporting requirements beginning
in the late 2000s. For a detailed overview of this background, see Johannesen et al. (2019) p. 1-9).
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(2019) suggest that the relatively narrow scope of OVD and the noncompliance that OVD did not address may
warrant the more robust reporting requirements of FATCA.

Johannesen et al. (2023) looks at the early data that has emerged from FATCA to show the additional light
that this initiative shines on the details of U.S. taxpayer assets held overseas. By requiring that foreign financial
institutions report on the owner(s), holdings within, and particular uses of the accounts of U.S. taxpayers over-
seas, FATCA greatly increases the amount of information available to the IRS about U.S. taxpayers’ overseas
wealth. Thus, despite issues with data quality and additional potential forms of noncompliance that FATCA
does not address, the authors conclude that FATCA and other administrative data show that U.S. taxpayers
hold roughly $4 trillion dollars overseas. They further note that this ownership is 1) highly concentrated at the
very top (0.01 percent) of the income spectrum and that 2) roughly $2 trillion of these assets are held in tradi-
tional tax havens. They conclude by suggesting the need to better understand the effect that FATCA has on the
levels of voluntary compliance among taxpayers holding assets overseas.

IV. Graph Construction

We use IRS administrative data, which contains de-identified taxpayer data extracted from filed tax returns,
enforcement information, and narrative data to construct a graph. Specifically, we observe data extracted from
Form 1065 Schedule K-1, Form 1120S Schedule K-1, and Form 1041 Schedule K-1 to identify taxpayer networks;
and from Form 1040 to examine reported individual income and spousal relationships. Finally, to identify tax-
payers with foreign accounts, we rely on FBAR data, Forms 8938 and 8966, and voluntary disclosure programs
filing information.

Building Out K-1 Graphs

The primary structure of the graph relies on the relationship between K-1 recipients (payees) and K-1 issuers
(payers). We began by developing a graph for every year between 2006 and 2020 using data obtained from
Forms 1065 Schedule K-1, 1120S Schedule K-1, and 1041 Schedule K-1. Each graph contains two types of nodes
that represent payees and payers, as well as edges connecting payees and payers. Each edge contains data on
the total payment reported on the K-1, which is used to calculate a proxy for ownership of the issuing entity
(i.e., partnership in the case of Form 1065 Schedule K-1, S-corporation in the case of Form 1120S Schedule K-1
and trust for Form 1041 Schedule K-1). Ownership is estimated by dividing the absolute value of the gains and
losses reported to a given payee by the sum of the absolute value of all gains and losses issued by the payer. We
created a subset graph to keep only edges that represent at least a 1 percent stake by the payee. We took this step
to limit the size of the graph for computational purposes, as well as a means to restrict associations between
taxpayers to those that are more likely to be significant.

We then constructed a separate graph consisting of taxpayers with reported foreign accounts and their
spouses. Taxpayers that reported holding foreign accounts in FBAR filings,”? Form 8938, and in past OVD
programs and streamlined voluntary disclosure programs are added to the graph. Spouse nodes and edges
representing spousal relationships were then added to the graph using data from Form 1040. We then cross-
referenced this foreign account taxpayer-spouse graph with the K-1 graphs and retained only individual tax-
payers with foreign accounts that have received a K-1 at some point between 2006 and 2020. This represented
the universe of taxpayers with reported foreign accounts.”

12 Foreign account holders include account owners, joint owners, and taxpayers with signature authority, but no interest. In future versions of this work, we will
likely take steps to distinguish between different types of account holders.

3 We did not include Form 1040 Schedule B as a method to identify taxpayers with foreign accounts in an additional step to limit the size of the graph. Unlike FBAR
and F8938 requirements, there is no threshold to report a foreign account on a Schedule B, therefore our focus was generally taxpayers with at least $10,000 in
their accounts.
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FIGURE 1. Count of Taxpayers by Type of Foreign Account Reporting
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The final sample of taxpayers with foreign accounts was taken from individual taxpayers with a “signifi-
cant stake” in at least one K-1 issuing entity from 2006 and 2020. We defined “significant stake” as directly
receiving 30 percent™ of the total absolute value reported by a payer. Figure 1 shows the count of sample tax-
payers with foreign accounts and the years that they reported a foreign account and received a K-1. We then
selected a sample of taxpayers for our comparison group. This group was made up of individual taxpayers that
have never reported holding a foreign account, were never reported to have a foreign account on Form 8966,
and were reported to hold a “significant stake” in at least one K-1 issuing entity between 2006 and 2020. Like
the foreign account holding sample, we also included the spouses of the nonforeign account holding sample.

At this stage, we had two groups of taxpayers that will make up our study population-taxpayers with re-
ported foreign accounts (RFA taxpayers) and taxpayers with no reported foreign accounts (non-RFA taxpay-
ers). We then get their K-1 network for every year that a taxpayer has received a K-1. Specifically, we created
nodes for all payers that issued K-1s to RFA and non-RFA taxpayers, other payees that received a K-1 from the
same payer, and additional payers that issued K-1s to the taxpayer’s neighbors. We repeated this process, for up
to five levels from the initial taxpayer (see Figure 2). Finally, we took one more step to clean the graph by re-
moving any nodes with over 500 edges. With the foundation of each yearly graph set, we then added metadata
to each node from Form 1040, as well as create multiple measures and descriptors of each taxpayer’s network.

Figure 2 depicts an example of a fictional network, of an RFA taxpayer we'll refer to as Node 1. Red edges
depict K-1 relationships, while green edges show spousal relationships. In a given year, Node 1 received a K-1
from Node A, which also issued a K-1 to Node 2. In addition, Node 2 and Node 3 received a K-1 from Node B.
Lastly, Node 1 and Node 4 were spouses in this year, but Node 4 did not receive any K-1s."

14 Note that the 30 percent significant stake we require for a taxpayer to be included in the sample is distinct from the one percent threshold we set when building the
K-1 graph. We make the distinction because when building out a network we place a premium on having as complete a network as possible, taking into account
computational restraints; while when we select sample taxpayers, we prioritize ensuring that the taxpayer is an important part of the network.

> More precisely, Node 4 did not receive any K-1s where it held at least a one percent stake.
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FIGURE 2. Example Network in Graph
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V. Graph Content

The final sample contained 48,347 RFA taxpayers and 48,347 non-RFA taxpayers. Among the RFA taxpayers
in the sample, 9,114 taxpayers (19 percent) reported a foreign account in only one year between 2006 and 2020,
while 582 taxpayers (1 percent) reported a foreign account in all fifteen years. Taxpayers that report foreign
accounts in multiple years are more likely to report a foreign account in the years directly following the first
disclosure. As shown in Figure 3, among RFA taxpayers that first reported a foreign account between 2006 and
2015, 49 percent also reported a foreign account five years later.

FIGURE 3. Among RFA Taxpayers with First Foreign Account Between 2006-2015:
Percent with RFA in Years Following First RFA

Account

Percent of Taxpayers with Foreign

Taxpayers with reported foreign accounts generally had higher reported income on Form 1040. This was
true across all income types we included. As noted in Table 1, the median adjusted gross income (AGI) for
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RFA taxpayers in 2020 was around $240,000, while for non-RFA taxpayers it was around $107,000. The figures
presented in Table 1 compare taxpayers who have ever reported a foreign account between 2006 and 2020
with taxpayers who did not, not just in years where they reported a foreign account. This suggests the type of
taxpayers who reported foreign accounts and received K-1s are different, at least in terms of reported income,
from K-1 recipients who never reported foreign accounts.

TABLE 1. Adjusted Gross Income by RFA Status, 2006—2020

RFA Taxpayers Non-RFA Taxpayers
25th . Median 75th : 25th _ 75th :

Percentile Percentile Percentile Percentile
2006 $86,000 $213,000 $650,000 $39,000 $85,000 $172,000
2007 $91,000 $224,000 $679,000 $38,000 $86,000 $175,000
2008 $73,000 $192,000 $545,000 $34,000 $81,000 $162,000
2009 $61,000 $168,000 $459,000 $30,000 $75,000 $149,000
2010 $65,000 $182,000 $508,000 $33,000 $79,000 $156,000
2011 $68,000 $187,000 $526,000 $34,000 $82,000 $163,000
2012 $77,000 $208,000 $602,000 $38,000 $88,000 $177,000
2013 $78,000 $208,000 $556,000 $40,000 $92,000 $179,000
2014 $86,000 $221,000 $600,000 $42,000 $96,000 $194,000
2015 $84,000 $225,000 $604,000 $43,000 $99,000 $199,000
2016 $82,000 $222,000 $572,000 $44,000 $100,000 $201,000
2017 $87,000 $233,000 $614,000 $45,000 $104,000 $210,000
2018 $91,000 $238,000 $624,000 $47,000 $107,000 $220,000
2019 $92,000 $247,000 $629,000 $48,000 $111,000 $228,000
2020 $84,000 $240,000 $638,000 $46,000 $107,000 $228,000

Note: Due to confidentiality concerns, all income amounts have been rounded to the nearest thousand dollars.

There does not appear to be much evidence of a change in reporting behavior among RFA taxpayers after
first reporting a foreign account. In Figure 4, we look at RFA taxpayers who first received a foreign account be-
tween 2009 and 2017 and received a K-1 for the six years surrounding the first reported RFA to study whether
reported income changes in the years after first reporting a foreign account relative to the years before. We
then compared the results with non-RFA taxpayers to help ensure that any trends identified were not simply a
result of the passage of time. We randomly assigned all non-RFA taxpayers a value between 2009 and 2017 and
kept taxpayers with K-1s in all three years before and after that date. Panel A clearly shows the difference in
median reported income and total tax among individuals who ever reported a foreign account and those that
did not. Panel B shows the percent change in each category relative to year zero (defined as the first year with
an RFA for RFA taxpayers and the randomly assigned value for non-RFA individuals).
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FIGURE 4. Reported Income for RFA and Non-RFA Taxpayers Over Time
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In one final look at reported income surrounding first disclosing a foreign account, we focus in Figure 5
only on taxpayers who have at some point reported an offshore account. Here, we compared taxpayers who
have reported a foreign account in a specific year with those who did not report one. Figure Al in the Appendix
shows once again that while there was some divergence between the two groups, it is not evident there was
a change in reporting behavior in the years surrounding when a foreign account was reported. We hope to
conduct a more rigorous statistical analysis to attempt to answer this question in future iterations of this work.

Similar to reported income, there does appear to be a difference in the network structures between RFA
and non-RFA taxpayers. Networks of taxpayers who have ever reported a foreign account are larger both in
the number of taxpayers and dollars. The median network among RFA taxpayers contains 6 taxpayers and has
reported $268,000 flowing through the network, considerably larger than 3 and $49,000 for non-RFA taxpay-
ers. As the median network size suggests, most K-1 networks contain only a handful of taxpayers. Around 55
percent of taxpayers who never reported foreign accounts contained fewer than four taxpayers. As is evident
in Figure 5, while the network of a plurality of RFA taxpayers also contained three or fewer taxpayers, RFA
taxpayers were far more likely to be in networks of over 100 entities.
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FIGURE 5. Network Size by Whether Taxpayer Reported Foreign Account in a Given Year
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VI. Modeling Approach and Results

While modeling directly from graphs is a growing area of research and would be worthy of exploration in this
context in the future, we opted to capture elements of the graph in a flat file and. at that point, developed the
models we used in this paper. Converting the graph into a flat file required creating numerous variables that
adequately represented the relationships and other insights evident in the graph. The variables created from
the graph and used for modelling were divided into three different categories: 1) network variables; 2) taxpayer
Schedule K-1 variables; and 3) F1040 reported income variables. Network variables included descriptions of
the taxpayer’s K-1 network including the composition and size of the network (e.g., number of taxpayers, per-
cent of network payers that are partnerships, multitiered pass-through entities as a percentage of network size)
and foreign account disclosure by network members (e.g., whether the network contains any RFA owners or
payers). Taxpayer K-1 variables directly described the relationship between the taxpayer and other members
of its network (e.g., number of K-1s received, K-1s received from multitiered pass-through entities as well as
from RFA taxpayers, the ratio of reported profits and losses on incoming Schedule K-1s). Lastly, F1040 vari-
ables captured amounts and types of income reported by the taxpayer on Form 1040. For F1040 values with
negative values, we took the absolute value, as taxpayers with large reported losses often share characteristics
with taxpayers reporting large gains. In addition, due to the large range of income variables, we divided each
one into deciles of the absolute value of each income type. Deciles proved to be better predictors of reporting
a foreign account than the amount itself. A complete list of network variables used for modelling is provided
in Table Al in the Appendix.

A primary objective of this work is to shed light on the relationship between a taxpayer’s network and their
likelihood to report a foreign account. To do this, we estimated a series of logistic regressions with individual
and year fixed effects of the form:

yit:a+ﬁxit+5t+yi+’uit’
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where y,, is the likelihood of whether taxpayer reported a foreign account in time ¢. We first estimated the
specification separately for each of the groups of covariates described above. Therefore X is a vector of either
network, taxpayer Schedule K-1 or F1040 variables for taxpayer i in time ¢, while  represents a series of coef-
ficients for each individual covariates in x. The specification also includes year §, and individual y, fixed ef-
fects. All continuous variables were scaled to allow for comparison across different coefficients. Continuous
variables were scaled by first subtracting the variable’s mean from each observation and then dividing by the
variable’s standard deviation. Finally, we combined all the covariate groups and estimated an additional regres-
sion of the form:

y,=oa+plnet +p2taxpayerkl +B3f1040 +0+y +u,

Panels 1-3 in Figure 6 show the results of the three regressions with the individual groups of variables.
The coefficients have been transformed using the logistic function to represent the odds ratio for each vari-
able. For example, having a current RFA payer in their network, holding all other values constant, increase the
odds of reporting a foreign account in a given year by 1.1 compared to taxpayers without a current RFA payer
in their network. In other words, holding all other variables at a fixed value, the odds of reporting a foreign
account increases by 10 percent when the taxpayer’s network contains a payer that reported a foreign account
in the same year. The largest coefficient was in the taxpayer K-1 model and represented a 25 percent in the
odds of reporting a foreign account when the taxpayer received a K-1 from an RFA taxpayer. All continuous
variables have been scaled to facilitate comparing coefficients; however, it is important to keep in mind that a
0/1 change in an indicator variable may not be the same thing as a one standard deviation change in a scaled
continuous variable.

We used the Akaike Information Criterion (AIC) to compare the goodness of fit of the models. AIC takes
into account the likelihood of obtaining the observed data under the assumption that the model is correct,
while also penalizing a model for containing more variables to account for overfitting. A lower AIC represents
a better fitting model. Panel 4 in Figure 5 compares the AIC of the models specified. The model on the top row,
the taxpayer K-1 model, was the worst performing model using this metric. Of the models containing just one
group of variables, the F1040 models performed best, with an AIC 4.45 percent lower than the taxpayer K-1
model.
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FIGURE 6. Grouped Variables Regression Results
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The combined model, which included all sets of variables is the best performing. While it may appear in-
tuitive that the specification that conveys the most information is the best performing, AIC takes into account
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the model complexity and penalizes additional covariates. Nevertheless, the combined model’s AIC is 6 per-
cent lower than the worst performing model. Table 3 in the Appendix presents the results of the combined
regression. The analysis found that sharing a network with other taxpayers with reported foreign accounts is
positively associated with reporting a foreign account. This confirms our hypotheses that considering not only
a given taxpayer, but also the characteristics of their network is of informational value. This does not suggest
that individual attributes should be ignored. We find that reporting higher income-(especially capital income)
and receiving income from a partnership (as opposed to an S-corporation and trust) are also positively associ-
ated with reporting a foreign account in that year.

VII. Future Work and Conclusion

This work demonstrates the value in considering a taxpayer’s K-1 network when assessing their likelihood
for noncompliance through failing to report a foreign account. We merely scratched the surface of analyses
that are possible by using a graph framework and other available taxpayer data in this space. For example, we
included a relatively small amount of variables from a limited set of categories. We did not include additional
taxpayer characteristics such as whether the taxpayer had a foreign address, whether they filed an amended
return, country of foreign account, or their audit history. Moreover, other than a few notable exceptions (e.g.,
individual and year fixed effects, looking at whether related taxpayers had previously had foreign accounts)
we did not fully exploit the time aspect of the data. On a related note, we took only a cursory look at how tax-
payer’s reporting behavior change after first reporting a foreign account; future work can dig deeper into this
question.

We faced various challenges when compiling the data. We faced data challenges that are inherent with
working with such a large and complex data set. To deal with some of these issues we trimmed the data by
introducing thresholds at various stages (described in more detail above). Subsetting the graph has two main
benefits: first, it allows us to focus on taxpayers that are more likely to be closely connected; and second,
working with multiple years of full K-1 data is computationally expensive. However, this approach does have
drawbacks such as arbitrarily flattening the networks by limiting the number of payees and levels. This resulted
in less variation among the networks and may have biased our results towards representing network structure
and neighbor characteristics as less significant than they actually are. Future work could experiment with con-
structing a graph that strikes a different balance between the trade-off between size and comprehensiveness.

We presented evidence that a relationship exists between a taxpayer’s K-1 network and reporting a foreign
account. Taxpayers with other payers and payees who report a foreign account are more likely to themselves
report holding a foreign account in that same year. While network and K-1 variables are associated with report-
ing foreign accounts, the model using only F1040 variables is the best fitting regression specified using only a
selection of variables. This, along with the results from the combined model, suggests that a combination of
taxpayer and network characteristics is necessary to gain an understanding of reporting foreign accounts. In
addition to exploring different taxpayer characteristics, future work can build on the framework we have laid
out and develop predictive models using machine learning methods such as random forests or graph neural
networks. In this work we lay a foundation for the work that is possible in this space and hope to continue to
develop methods to identify possibly noncompliant taxpayers and further aid in tax administration.
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Appendix

Figure Al details income reporting behavior of reported foreign accounts (RFA) taxpayers that received a
Schedule K-1 for six consecutive years surrounding the first reported RFA. We compared taxpayers who have
reported a foreign account in a specific year with those who did not (but did in another year).

FIGURE A1. Reported Income Among RFA Taxpayers by Whether Reported Foreign
Account in Specific Year
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Table Al details the variables used in the different models. To address extreme values, we winsorized the
top .01 percent and (where applicable) the lowest .01 percent of F1040 reported income to deal with extreme
values. In addition, we top-coded the absolute value of the K-1 dollar flows in the network to $1,000,000,000.
In both cases, these steps were taken before dividing the data into deciles.
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TABLE A1. Variable Descriptions

Variable

Div Dec

Wage Dec
AGI Dec

Int Dec
Capgain Dec
Sch C Dec
Sch E Dec
Net Size

Per Parts Net
Per Corps Net
Per MPTE Net
Net Size Dols Dec
Net Complex

Cur RFA Owner Net

Pre RFA Owner Net

Cur RFA Payer Net

Pre RFA Payer Net

K-1 from RFA

Got F1065

Got F1120

Got F1041

N K-1In

Profit Loss Asym

K-1 from MPTE

Description
F1040
F1040
F1040
F1040
F1040
F1040
F1040
Net K-1
Net K-1
Net K-1
Net K-1
Net K-1
Net K-1

RFA

RFA

RFA

RFA

RFA

Taxpayer K-1
Taxpayer K-1
Taxpayer K-1
Taxpayer K-1
Taxpayer K-1

Taxpayer K-1

Category

Decile of reported dividend income

Decile of wage income

Decile of the absolute value of adjusted gross income
Decile of the absolute value of reported interest income
Decile of the absolute value of capital gains income

Decile of the absolute value of Sch. C income

Decile of the absolute value of Sch. E income

Total number of unique entities in network

Percent of network payers that issued 1065 Schedule K-1
Percent of network payers that issued 1120s Schedule K-1
Pass-through entities as a percentage of the network size
The decile of the absolute value of the K-1 flows in the network.

A network is complex if it contains a pass-through entity or a business
entity as a payee. A network is simple if all payers issued K-1s directly to
individuals.

Indicator whether there was an owner with a reported foreign account
in the network in the current year, excluding the taxpayer and his or her
spouse.

Indicator where there was an owner with a reported foreign account in a
previous year, excluding the taxpayer and his or her spouse.

Indicator whether there was a payer with a reported foreign account in the
network in the current year.

Indicator whether there was a payer with a reported foreign account in a
previous year.

Indicator whether the taxpayer received a K-1 from a payer with a foreign
reported account in the current year.

Indicator whether the taxpayer received a 1065 Schedule K-1.
Indicator whether the taxpayer received a 1120s Schedule K-1.
Indicator whether the taxpayer received a 1041 Schedule K-1.
Number of K-1s received

Sum of the absolute value of the difference between the percentage alloca-
tion of profits and percentage allocation of losses.

Indicator whether the taxpayer received a K-1 from a multitiered pass-
through entity.
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TABLE A2. Results of Fixed Effect Logit Models
DEPENDENT variable: RFA in Year

. Network Taxpayer K-1 F1040 Combined
Variable
() (2) (3) (4)
0.013™ 0.006™
Per MPTE Net (0.001) (0.001)
. 0.012™ 0.002™
Net Size (0.001) (0.001)
-0.011™ -0.003
Net Complex (0.002) (0.002)
0.002" 0.004™
Per Parts Net (0.001) (0.001)
-0.013™ 0.012™
Per Corps Net (0.001) (0.002)
, 0.026™ Ok
Net Size Dols Dec (0.001) (0.001)
0.107™ 0.094™
Cur RFA Owner Net (0.003) (0.003)
0.095™ 0.092"™
Cur RFA Payer Net (0.003) (0.003)
-0.023™ -0.036™
Pre RFA Owner Net (0.003) (0.003)
0.029™ 0.023™
Pre RFA Payer Net (0.004) (0.003)
0.015™ -0.011™
N K-1In (0.001) (0.001)
0.098™ -0.004"
K-1 from MPTE (0.002) (0.002)
0.219™ 0.139™
K-1 from RFA (0.004) (0.004)
) 0.001" 0.008™
Profit Loss Asym (0.001) (0.001)
-0.002 -0.031™
Got F1120 (0.001) (0.002)
0.009™ -0.030™
Got F1041 (0.002) (0.002)
0.075™ 0.017™
Got F1065 (0.001) (0.002)
0.040™ 0.034™
AGI Dec (0.001) (0.001)
Int Dec 0.056™ 0.052™
(0.001) (0.001)
. 0.046™ 0.040™
Div Dec (0.001) (0.001)
0.002™ 0.003™
Wage Dec (0.001) (0.001)
0.006™ 0.003™
Sch C Dec (0.001) (0.001)
0.001 0.005™
Sch E Dec (0.001) (0.001)
Capgain Dec o0 0001,
Pg (0.001) (0.001)
AIC 783096.51 792926.51 757647.04 745516.38
Observations 704,857 704,857 704,857 704,857
R? 0.050 0.036 0.084 0.099

Note: *p<0.1; **p<0.05; ***p<0.01.
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Figure A3 shows the differences between the networks of RFA and non-RFA taxpayers across different
dimensions. A higher percentage of taxpayers with foreign accounts received a K-1 from a pass-through entity
in a multitiered network, had another RFA owner or an RFA payer in its network.

FIGURE A3. Differences Between RFA and non-RFA Taxpayer Networks
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Application of Network Analysis To Identify
Likely Ghost Preparer Networks
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Introduction

More than half of individual taxpayers rely on paid tax return preparers to assist them in meeting their federal
tax filing obligations. In Filing Year 2022, the IRS received 150,605,162 electronically filed individual returns,
85,885,109 (57 percent) of which were professionally prepared. Paid preparers are important IRS partners, as
the Service depends on them to help taxpayers comply with tax laws. Identifying noncompliant preparers or
groups of preparers who actively hide their identities, i.e., ghost preparers, is an essential component of the
IRS’s tax administration responsibilities. This paper describes ongoing efforts within the IRS to apply graph
techniques and network analysis to: (1) identify clusters of suspected ghost prepared returns; (2) understand
how ghost preparation unfolds during the filing season; and (3) study the impacts of ghost preparation on tax
compliance.

Ghost Preparer Risk

Ghost preparers represent a risk to the integrity of the U.S. tax system. By not identifying themselves on the re-
turns they prepare, they are not subject to oversight, and they are in violation of treasury rules and regulations.
In addition, ghost preparers may engage in abusive tax practices which harm taxpayers and undermine the
efficacy of the IRS. Compounding this concern, an individual ghost preparer may be responsible for tens if not
hundreds or thousands of returns, giving any fraudulent or abusive behavior an outsized impact. According
to the Treasury Inspector General for Tax Administration (TIGTA), ghost preparers disrupt and destabilize
established IRS practices, legitimate preparers, and the taxpayer ecosystem (TIGTA (2018) and IRS (2009)).

Internal Revenue Manual (IRM) 25.20.2.1.4 defines a ghost preparer as a compensated tax return preparer
who does not provide a Preparer Tax Identification Number (PTIN) on the returns they prepare as required
by Internal Revenue Code (IRC) section 6109 and Treasury Regulation 1.6109-2. Ghost preparers may fail to
include any identifying number on prepared returns, or they provide a number other than a PTIN in place of
an appropriate PTIN, such as a series of random numbers, a Taxpayer Identification Number (TIN), a PTIN
issued to another preparer, a made-up PTIN, etc. A PTIN must be obtained by all return preparers who are
compensated for preparing or assisting with any U.S. federal tax return, refund claim, or other tax forms sub-
mitted to the IRS (unless specifically exempted).

Ghost preparers may intentionally or unintentionally hide their identity. For preparers who are unaware
of the rules and requirements around PTIN, it is likely they are not qualified to provide advice and assistance
to their clients. They may unknowingly put taxpayers at risk of not meeting their tax obligations and, in some
cases, audit by the IRS.

For preparers who knowingly hide their identity, there are many motivations to do so. Ghost preparers
may prey on taxpayers, stealing refunds or engaging in potentially illegal or fraudulent preparation strategies.
Even when the taxpayer is collaborating with the ghost to falsify returns to maximize refunds or claim un-
earned credits, the ghost preparer enables that illegal behavior. Ghost preparers may lie about their activities
to avoid their own tax liabilities or because they’ve already been identified as a problematic preparer and they
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are no longer allowed to prepare taxes. There are unknown risks as well; ghost preparers are likely engaged in
schemes that have not yet been identified.

Innovation Lab

The Innovation Lab is an initiative at the IRS to encourage collaboration across the service on specific admin-
istrative or compliance challenges. In Fiscal Year 2021 the Innovation Lab sponsored research to apply network
analysis to detect and identify ghost preparers.! The objectives of the Innovation Lab were to explore multiple
network approaches to identify ghost prepared returns and to develop a tool for compliance staff to access and
investigate these networks for treatment. Ghost preparers are inherently difficult to identify because they do
not identify themselves on their clients returns. Many ghost preparers rely on do-it-yourself (DIY) software
and not professional software that is more tightly regulated. Thus 100 returns completed by a ghost preparer
may look like 100 individually filed returns. Network analysis offers the promise of identifying related returns
from a ghost preparer by linking filings and revealing commonalities which point to a single preparer. Over
the course of Innovation Lab-sponsored research, analysts delivered a dataset of individual income tax returns
(Form 1040) networked across a range of filing and return characteristics for three filing years.

The lab delivered two network clustering approaches for grouping electronically filed self-prepared Form
1040 returns together into return clusters which may suggest ghost preparer involvement. Going forward,
those results should be updated with more recent data, additional data sources to build out the context of the
cluster networks, and for additional inputs to clustering approaches.

The lab produced a tool designed specifically to deliver ghost preparer results to compliance and enforce-
ment staff. The tool includes features to prioritize and interrogate suspected ghost preparer return clusters to
connect analytical outputs with field work.

Network Analysis

The concept of a network refers to “[an] object composed of elements and interactions or connections between
these elements” (Brandes (2005)). Calculations in a network model are referred to as network analysis or graph
analysis. Network analysis is useful in identifying interconnected groups of entities or clusters. Data stored in
a network model can reveal patterns or relationships that were not previously apparent.

Key concepts of a network model are nodes and edges. Entities are referred to as nodes and can encom-
pass wide range of things, depending on the application of that model. In the IRS context, nodes are generally
derived from tax forms. Relationships are referred to as edges. Edges connect pairs of nodes and represent the
relationship between them. Edges can contain information about the relationship between those two nodes
and may also convey information about the directionality of the relationship.

A key concept of network analysis is the idea of clusters. Clusters are groups of nodes that are connected
to each other within the network. Depending on the algorithm used or the structure of the network, clusters
can represent meaningful sub-networks of the larger network dataset. The structure of the cluster (the size and
distribution of nodes and edges) can convey information about which clusters are significant. In addition, it
is possible to conduct calculations across the properties stored on nodes and edges to generate insights into
clusters.

Ghost Preparer Workflow

The network analysis segment of the Ghost Preparer Project leveraged existing IRS data to reorient avail-
able tax return information into a network format to detect potentially ghost prepared returns. The modeling
conducted thus far follows a general process with three avenues for altering and targeting clustering results:
choosing data, establishing a network model, and applying clustering algorithms.

! Currently, ghost preparer compliance treatments involve ad-hoc referrals or cases picked up in related compliance efforts. This research is an attempt to
systematically identify likely ghost preparer networks.
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The process begins with identifying the datasets; the IRS maintains tax return information in a variety of
formats across a range of systems. In addition to return information, the network model can incorporate ad-
ditional datasets which the IRS maintains or has access to. Decisions regarding the data included in the model
have significant effects on the modeling outcomes.

Once the data have been selected, the next step is to choose which elements to include in the network
model. Here decisions are made regarding what should be a node and what should represent relationships
between returns and what should be stored as a property. In addition, this provides an opportunity to limit ele-
ments added to the network model based on number of connections or other characteristics. It also provides
the opportunity for additional data manipulation, such as normalizing data elements.

The final step and final avenue for targeting results in the general workflow is the application of the clus-
tering model. There are several models available using a range of computing tools. Decisions about which
modeling tool to use can have significant implications for the results generated, including whether results are
deterministic or probabilistic, as well as the average size of clustering results. Current analysis relies heavily on
the connected component algorithm, which is a deterministic clustering approach, and can be run against a
given network and returns all distinct subnetworks.

Benefits of Network Analysis

Ghost preparation is characterized by complex networks of relationships between individuals involved; a net-
work model can capture these relationships. By analyzing the structure of the network, we can identify pat-
terns which suggest ghost preparation. In addition, data in a network format lends itself to seeing second and
third order connections between returns which facilitates connecting potential ghost preparers to the clusters
of returns identified.

Clustering Approaches

Approach 1. Risk-based

The Risk-based clustering approach scores returns and relationships to refine community detection algorithms
to return actionable clusters of returns with limited false positives. The Risk-based approach provides analysts
the ability to tune the analysis to focus on specific noncompliant behavior, suspicious behavior, and known
schemes undertaken by ghost preparers. By extension, it also controls for returns which would be addressed
using compliance programs outside ghost preparation, namely identity theft (IDT). In addition to targeting,
the scoring removes spurious connections, which limits false positives or interconnected groupings of non-
compliant preparers.

Background

The Risk-based approach evolved from IDT detection efforts that grouped returns by submission character-
istics, which together are unique for most filers. Once grouped, the returns were assigned risk scores for a set
of IDT indicators, which allowed for filtering returns to a set of suspicious and inter-connected returns. From
this limited set of returns, additional related returns could be identified by considering a wider set of linking
factors. This approach effectively finds groups of returns that indicated IDT behavior and, unexpectedly, also
identified returns associated with ghost preparer behavior.

The Risk-based approach aims to address a series of challenges in interacting with networked returns
to detect ghost preparers. A pure networking approach would allow for links to be drawn from all specified
data fields within a tax return, but can create large unmanageable clusters, called super clusters. Super clusters
(e.g., clusters exceeding 10k returns) can be formed when spurious factors link several small clusters together,
or when return level data errors are present. Traditional networking algorithms alone can effectively identify
clusters within graphs, but the presence of a cluster does not necessarily imply ghost preparation. While com-
mon factors can be used to identify ghost preparers, they can also generate false positives.
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In the Risk-based approach, risk factors were identified from workstreams in IDT and from stakeholders.
Many of the risk factors are centered around the use of duplicate information from the tax return submitted
by the taxpayer/ghost preparer. In a group of properly self-prepared returns, a reasonably high degree of vari-
ability is expected, and it is suspicious for a large group of returns to share information. The more occurrences
of these shared factors, the riskier the return/group of returns is/are.

The Risk-based approach evolved from IDT detection efforts used during the Economic Impact Payments
stimulus program. The idea was to take returns and group them. Once grouped, risk scores could be assigned
for predetermined factors indicative of IDT or anomalous behavior. Once risk scores were assigned, the data
could be filtered to select the groups of returns with the highest scores. From there, a set of related returns
could be built. This yielded manageable cluster sizes and a manageable number of clusters that were indicative
of IDT behavior. An unexpected result of this approach was that it also showed returns with ghost preparer
behavior.

Mechanics

First Iteration: The approach began by selecting electronically filed DIY returns and running them through
various steps to create a set of indicator variables. Indicator variables were binary and represented if the factor
was present or not present. Some factors were used to calculate an individual-level score, and that was used
in subsequent steps. Once indicator variables were created, they were grouped and scoring factors were cal-
culated. Most scoring factors were assigned scores based on the percent of that factor within a given group of
returns. Scoring was comprised of a score from 0-4, with the higher the score the more present a factor is in
each grouping (Table 1).

TABLE 1. Scoring Factors for Risk-Based Approach

Score Criteria Percent

0 Not present/not calculable
1 <26%

2 > 26% and < 51%

3 251% and < 76%

4 276%

Once scores were assigned, groups of returns were selected using predetermined criteria. From there, the
groups were transformed back into return-level data and duplicates were removed. Post-transformation data
represented returns that were a part of groups that were considered suspicious based on return-level and
group-level characteristics. This data was the starting point for building networks of related returns.

Having selected an initial set of suspicious returns, the approached then iteratively added additional re-
turns with shared factors found in the suspicious set. This process was five times to build a full set of returns
considered for the approach. With the full set of returns data was cleaned for formatting issues and known data
exclusions and then reformatted into a networked graph. From those networked results, distinct subnetworks
or clusters were identified using a connected components algorithm. Linking factors were determined based
on the potential for noise to be introduced into the results. More specific linking factors were chosen to elimi-
nate noise in the results and make for more manageable data and results representative of a ghost preparer.

Second Iteration: A second iteration of the Risk-based approach was created to improve community/
cluster scoring and better address super clusters. The first step of the improved approach remains the same.
Through a series of steps, indicator variables were created that would later become part of the risk score and
were almost entirely the same as the indicators created for the first iteration of the Risk-based approach with
additional focus on normalizing linking factors.

The updated approach builds a network using the normalized linking factors and generated clusters of
results using the connected components algorithm. Initial clusters of returns were assigned a cluster name,
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and scores were calculated on risk factors using the same scoring method shown in Table 1. Returns were then
filtered using a predetermined set of thresholds. Communities of returns that met the scoring criteria flagged
and recorded (first run).

Returns from the first run were queried and clusters that had a return count of more than set threshold
were separated. These large groupings were restaged as a network and linking factors which were either highly
connected or had limited usage were removed. A second round of the community detection algorithm was run
against this limited network generating a final set of clusters, with a limited number of super clusters.

Results

Results from the first iteration of the Risk-based approach identified 1,680 clusters with a total of 255,892
returns. The average cluster size of the returns from the first iteration of the Risk-based approach was 127.52
when excluding the single super cluster, and 152.32 when including the super cluster.

Results from the second iteration of the Risk-based approach showed there were 8,188 clusters with a total
of 1,003,470 returns. The average cluster size of the returns from the second iteration of the Risk-based ap-
proach was 122.55.

Approach 2. Top-down with Degree Limits

The Top-down approach is a network first clustering approach. It relies on a connected components algorithm
to understand connections between tax returns. The IRS has used this strategy effectively in several tools and
contexts to find groupings of tax returns. The approach is straightforward to apply and gives simply commu-
nicated information about likely groups of tax returns. This method enables the visualization and analysis of
the activity of ghost preparers by focusing on the direct correlations identified in the tax filing information.
Nevertheless, there are advantages and disadvantages to using connected components to look for connections
in tax filings, just like with any analytical tool. One advantage of this strategy over the Risk-based approach
is it does not assume ghost preparers engage in clearly risky behaviors. This allows analysts to discover ghost
preparers new and emerging schemes. It will also help identify preparers who create accurate returns but do
not sign them.

Background

The IRS has a long-established process for identifying ghost preparers and identity thieves by grouping returns
from tax return data. These connections show patterns of actions or choices that a ghost preparer took when
preparing tax returns. This was primarily applied to smaller groupings of returns, generally limited by a geo-
graphic area or certain risk characteristics. The results were especially useful in identifying communities of tax
returns filed by a specific ghost preparer and enabled analysts to identify key points of connection and target
interventions based on the possibility of fraud within the returns.

When this approach was applied to a less restricted set of returns, false positives and overlapping com-
munities became an issue, as well as massive unmanageable clusters or super clusters. Early attempts to find
meaningful clusters using connected components dealt with this super cluster problem in a variety of ways.
One constructed the links but made no attempt to identify communities inside the super clusters. This enabled
analysts to manually visualize the relationships and detect clusters. The team decided that this was a starting
point for building clusters and learning about the connections between them.

Mechanics

This approach considers electronically filed self-prepared tax returns. That data was reformatted to build a
network with normalized linking factors. Following the creation of the network, the connected components
technique was used to identify clusters based on a pre-determined set of linking factors deemed strong and
meaningful.
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Once the network was created, linking factors were removed based on their degree count. This network
analysis technique removes nodes from a network based on the number of connections they have; this limits
overly connected or infrequently used nodes.

Results

The connected components technique yielded a super cluster containing more than 14.8 million tax returns. It
also discovered 5,011 clusters of 50 or more tax returns, containing a total of 499,258 tax returns. The number
of tax returns within the clusters ranged from 50 to 1,413. After excluding the solitary super cluster, the average
cluster size was 99.6 tax returns. The 5,011 clusters must be examined further to identify false positives and
overlapping communities.

Approach 3. Label Propagation Algorithm

The previous two clustering approaches can both produce large super clusters of interconnected returns that
are not useful for analysis. While those approaches both try to avoid these super clusters, the binary nature of
edges in a graph (either present or not) means that they are inherently vulnerable to over connecting when
using noisy data. Label Propagation (LPA) is a network clustering algorithm that identifies nodes which are
closely related. We use LPA on the ghost preparer project to break up those super clusters into smaller, more
meaningful, components.

Background

The over connection that leads to the formation of super clusters happens because we are using data elements
that contain noisy data. These issues can aggregate together to create very large and connected components.
We can break up these large clusters into smaller components and remove some of the spurious connections
by using graph community detection algorithms, like LPA.

Since the over connected clusters can be the result of spurious connections, label propagation can remove
connections that are not supported by other nearby connections. The ability to break up over connected clus-
ters is important for two reasons. First, the networks in this process are generated in such a way that densely
connected areas are considered suspicious by default. This means that the large, over connected clusters often
contain a disproportionate amount of ghost prepared returns compared to the rest of the clusters, so it is even
more important to be able to break them up. Second, the ability to break up these large clusters provides flex-
ibility creating networks.

With community detection algorithms, the only way that we can try to reduce the size and frequency of
these over connected clusters is to be more conservative when creating edges. This requires leaving out infor-
mation, or implementing complicated rules for creating edges will become hard to manage. Label propagation
gives us another avenue to address this problem so that we do not have to leave as much potentially valuable
information on the table.

Mechanics

Label Propagation works as follows:
1. Each node is given a unique label.
2. Each node changes its label to the most common label among its neighbors, with ties decided randomly.
3. Repeat Step 2 until no nodes change their label or you reach a predetermined number of iterations.

Label propagation has the effect of finding communities in the larger graph that have a high density of in-
ternal connections. The core idea is that once densely connected community settles on one label, there are not
enough connections to nodes outside of the community to change the labels of all the community members. In
the early stages, since all nodes are initialized with unique labels, there will be many tie votes that are decided
randomly. As the algorithm progresses and communities start to form, there are fewer and fewer ties, and so
there are fewer randomly decided winners.



Application of Network Analysis To Identify Likely Ghost Preparer Networks 223

Results

Label Propagation was used to break up the super cluster of almost 15 million returns that was created dur-
ing the Top-down clustering process. The initial cluster of 14,796,946 returns was broken down into 632,797
smaller clusters, ranging in size from 1 return to 5,649 returns. The mean cluster size was 23.4 returns, and the
25%, 50, and 75" percentiles for cluster size were 5, 8, and 17 returns, respectively.

Other Topics

Ghost Preparer Tool

From the initial planning phases of the Innovation Lab, the team emphasized the importance of operational-
izing any ghost preparer analysis results. To facilitate this, the planning team requested and received funding to
develop a ghost preparer specific tool. In January 2022, the innovation lab released a beta of the Ghost Preparer
Tool (GPT). The tool is designed to identify potential cases and investigate networks of returns for ghost
preparers. From a data perspective the tool consists of two main components: a multi-year dataset of e-file
Form 1040 returns stored in a network format and clustering results. The tool was designed to take advantage
of existing graph tools within the IRS and to be as flexible as possible to accommodate new data sources and
clustering techniques as they become available.

Work Streams

The tool is designed to support two workstreams, the first of which is case discovery. The aim is to allow users
to review clusters of self-prepared returns to detect previously unidentified schemes or cases. A key piece of
this work stream is standard cluster metrics generated for all clusters that have been added to the tool. The tool
allows users to specify thresholds and filter and order lists of clusters based on cluster metrics irrespective of
clustering technique. Users can download lists of suspicious clusters or use the tool’s interface to explore the
clusters of returns they’ve selected. The tool also includes a feature set where users can add notes to clusters
allowing for deconfliction and collaboration between users.

The second workstream is the investigation of suspicious groupings of returns. There are two features in
the tool which support this workstream: a full text search engine and graph visualizations. Full text search
enables users to quickly search a point of connection across the entire reference dataset to if they have al-
ready been identified as being part of a cluster and to quickly see all returns related. The second component
of the tool which supports the investigative work stream is the graph visualization of clusters. Here, users can
graphicly explore the connections which exist between returns as well as reports generated for clusters. Users
also have the ability run a set of predefined and user defined graph traversals to reveal potential leads.

Graph Neural Networks

Background

Graph Neural Networks (GNNs) are a variation of standard neural networks that use connections between
data to perform machine learning tasks. This connection data can be used in addition to standard tabular data,
but it could also be used on its own, if the focus of the machine learning task is to learn about the graph struc-
ture. There are different types of GNN models, but one of the common types of GNN, convolutional neural
networks (CNNs), takes inspiration from approaches that were developed for computer vision tasks.

CNNs use a convolution layer that has the effect of sweeping a small window across an image. These
smaller, windowed image segments are then what the neural network is trained to recognize, and this ap-
proach provides several benefits. By moving a small window across the image, the model is trained to pick out
smaller scale details like the borders between objects or facial features, ignoring their placement in the overall
image. In other words, this sliding window focuses the learning efforts of the model on the local structure of
the image as opposed to the global structure. This approach also makes the model better at generalizing to
images of different sizes and shapes.
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Graph Convolutional Networks (GCNs) are GNNs that take inspiration from CNNs. GCNs focus learn-
ing on small scale graph structures instead of whole graphs and are better able to handle graphs of different
scales. One of the most interesting things about GCNs is that they are generally very efficient to implement,
both in terms of data preprocessing and in terms of actual computation. Standard CNNs include extra hy-
perparameters and choices to be made about the convolution process. GCNs, on the other hand, can leverage
the deep connections between graph theory and linear algebra so that they are relatively simple to create and
computationally efficient.

Application to Ghost Preparers

GNNs can help when we are in a situation where the data must be evaluated in context. The returns prepared
by ghosts are usually prepared with the cooperation of the filer, and so in isolation there may be few or no in-
dications that the person who prepared this return was not the person who filed it. Ghost preparers are usually
discovered because a group of returns that have been signed by different DIY filers all have some indication
that they may actually have been prepared by one actor.

GCN's address this problem because they can take the values of features of neighboring nodes into account
when creating vector representations (embeddings) of either nodes, edges or entire graphs. These embeddings
can then be used for different downstream tasks, like classifying nodes, classifying graphs, predicting links, or
detecting anomalies.

Current Plans

The ghost preparer team is currently working on a prototype GCN model. This initial model will be a link pre-
diction model, with the goal of learning how preparers are linked to returns that they prepare so that we them
predict links between ghost prepared clusters and who may be preparing those returns. One of the benefits of
this research is that once there is a process in place to create meaningful embeddings of the data with the GCN,
it is relatively simple to then apply those embeddings to different downstream tasks. Depending on how our
link prediction experiment goes, we can explore unsupervised anomaly detection for finding potential ghost
prep clusters and can also test out supervised models once we accumulate enough data on confirmed ghost
preparers to use as labels.

Future Analysis

Cluster Timelines

Using network-based approaches to detect ghost preparers requires the suspect network to be mature enough
that we can detect signs of ghost preparing behavior. Networks are considered fully formed at the end of the
tax season and returns that would be present in any given cluster are present in the network. However, the
end of the tax season may be post-refund and more cumbersome to deal with from a compliance standpoint.
A cluster timeline analysis was completed to look at various snapshots throughout the tax season to see if
Document Locator Numbers (DLNs) identified through the Risk-based approach would appear at the end of
the tax season in a suspicious cluster of 50 or more returns.

Approach

The Risk-based approach was run using all the data available for filing season 2021. The dataset containing
the selections of possible ghost preparers served as the comparison group and is referred to as the final set.
The Risk-based approach was run again at three different times during filing season 2021: February (Group
Timepoint 1 (T1)), March (Group Timepoint 2 (T2)), and April (Group Timepoint 3 (T3)). The approach was
run in its entirety, and the approach remained the same for all the time points as it did for the final set, except
that the cluster size minimums for groups T1 to T3 were dropped down from 50 returns to 5 returns. Results
from groups T1 to T3 were transformed into cluster-level data. Returns were grouped by cluster size and the
number of clusters that have that given cluster size were recorded (e.g., in cluster size 8, there were 3,687 clus-
ters that had that given cluster size; see Table 2).
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Additionally, the DLN count was computed for each cluster group size (e.g., there were 29,496 returns
that were a part of a cluster group size 8). From there, four data points were computed for each given cluster
group size: the number of suspicions DLNs (returns) that appeared in the final set; the percentage of DLNs
that appeared in the final set; the percentage of the clusters where 100% of the returns appear in the final set
(Percent of 100% Clusters in Final Set); and the number of clusters, where all of the returns appear in the final
set (Number of 100% Clusters in Final Set).

TABLE 2. Timepoint Snapshot Example, February 2021

0,
. Total Percent of Suspicious % of DLNs LG {°
Group Group Size Total DLNs .. Clusters in
Clusters Clusters DLNs in Final .
Final Set
™ 6 10,435 7.06 62,610 4,493 718 737
T1 7 5,688 9.53 39,816 3,893 9.78 542
T1 8 3,687 13.48 29,496 4,063 13.77 497
T1 9 2,459 17.97 22,131 4,105 18.55 442
T1 10 1,900 21.53 19,000 4,254 22.39 409

Cluster-level data were further transformed into cumulative data for each group (T1to T3), and the cluster
group sizes were collapsed into groups of 10 plus, 20 plus, 30 plus, 40 plus, and 50 plus (e.g., 10 plus represented
cluster group sizes of 10 or greater). For each transformed group, suspicious returns (DLNs), total returns
(DLNs), DLN percentage in final set, and cluster percent in final set were calculated. The idea was to create
groups of returns with realistic cutoff criteria but with no specific grouping size selected. Instead, it is more
likely and more logical to say that cluster group sizes of 30 plus have more suspicious returns than cluster
group sizes that have exactly 25 returns.

Results

Timepoint 1. Results showed that the Risk-based approach identified suspicious DLNs in T1 (February snap-
shot) among all groups of cumulative cluster sizes better than chance (50 percent). In T1 61.56 percent of DLNs
showed up in the final set for cluster sizes of 10 or greater (see Figure 1). This percentage increased to 77.90
percent for clusters of 20 or greater and 80.37 percent for clusters 30 or greater (see Figure 1). Percentage de-
creased for cluster sizes of 40 or greater (79.52 percent) and 50 or greater (78.44 percent).

Timepoint 2. Results showed a similar pattern of increasing percentage as cumulative group size increased
in T2 (March snapshot), but it began at a lower percentage than timepoint 1 (T1). For cluster group sizes of
10 plus, 47.83 percent of DLNs appeared in the final set (see Figure 1). Percentages increased in cluster group
sizes of 20 plus (67.20 percent), cluster group sizes of 30 plus (77.82 percent), and cluster group sizes of 40 plus
(80.86 percent). For cluster group sizes of 50 plus the percentage decreased to 80.11 percent.

Timepoint 3. A similar pattern of increasing percentage was seen in T3 (April snapshot), and like T2 the start-
ing percentage began lower than 50 percent. For cluster group sizes of 10 plus, 44.16 percent of DLNs appeared
in the final set and increased to 63.46 percent for cluster group sizes of 20 plus (see Figure 1). Percentages
continue to increase for cluster group sizes of 30 plus (77.10 percent), and cluster group sizes of 40 plus (93.80
percent). Lastly, percentages decreased down to 88.12 percent for cluster group sizes of 50 plus.
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FIGURE 1. Detection of Suspicious Ghost Preparer Clusters for Three Time Points
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Results from the Cluster Timeline Analysis supported the idea that the Risk-based approach can detect
suspicious returns at various timepoints in the tax season, and those same suspicious returns are likely to show
up at the end of the tax season in a suspicious cluster of 50 or more returns. However, the Risk-based approach
uses a predetermined set of scores to identify clusters of returns as suspicious, and it is possible that over time
with various schemes those markers would evolve or become extinct. Additionally, the Risk-based approach
uses degree filtering to break up large clusters, and it is possible that in earlier snapshots returns were in small
cluster and identified as suspicious. In later snapshots, those returns could have fallen into a super cluster and
have been broken into a smaller cluster that was not suspicious. Lastly, the approach does not track returns
over time, as it is not looking at the same cluster and how it changes. Instead, the analysis represents three dis-
tinct snapshots and shows the percentage of DLNs that show up in the final set. The simplicity of the Cluster
Timeline Analysis allows it to be implemented for any other networking approaches being used to identify
ghost preparer networks.

Impact Analysis

The aim of this analysis is to leverage the clustering results generated during the Innovation Lab analysis and
subsequent modeling to provide insight into the risks ghost preparers may pose to the fair and effective imple-
mentation of the U.S. tax code. To measure that risk, this analysis focuses on how returns changed from tax
year to tax year for individuals who appear to transition to filing with a ghost preparer. This work can help us
to begin to understand the potential impact ghost preparers have on a return-by-return basis and, in the fu-
ture, can be extrapolated to provide a picture of the impact ghost preparers have in the aggregate. This analysis
compares changes across return characteristics and established risk metrics.

Anecdotal evidence backed by analysis of the clusters identified during the Ghost Preparer Innovation
lab suggests that ghost preparers do not work with a group of taxpayers that is representative of the entire
taxpaying population. Ghost prepared clusters tend to be lower income filers, but there are indications that
there may be other communities which disproportionately see ghost preparer involvement. At this point in
our understanding of ghost preparers, keeping the analysis limited to individuals who appear to have worked
with a ghost preparer limits the risks of attributing the filing behavior of a specific community or demographic
to ghost preparers.
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Approach

We considered clustering results generated using the risk-based clustering for Tax Years (T'Ys) 2019, 2020, and
2021. From those clustering results we selected a sample of 5,000 primary filers and considered their returns
for the three tax years used in clustering. From that dataset we identified two groups of returns, those where
the filer transitioned into a cluster and those where a filer stayed in a cluster. Conceptually we considered these
two groups—joined ghost preparer and stayed with a ghost preparer. For the two groups, we compared year-
over-year changes in their returns to attempt to understand the effect joining a suspicious cluster has on their
filings.

When a primary filer filed a return the previous tax year that wasn’t identified with a cluster and then files
a return in the current year that is identified with one, we determined that the filer joined a ghost preparer.
When a primary filer filed returns identified with a cluster in consecutive tax years, we determined that the
filer stayed with a ghost preparer. Cases when the primary filer did not file in the previous year, transitioned
out of a cluster, or remained outside of a cluster in consecutive years were excluded from consideration.

For TYs 2020 and 2021 of the 5,000 primary filers we considered, we found 1,934 returns where the filer
joined a ghost preparer and 1,956 where the filer stayed with a ghost preparer. For these groups of returns, we
measured year-over-year changes as the difference in values.

Limitations and Assumptions

There are several assumptions and limitations in the analysis. As stated elsewhere, we do not have labeled
data, so we assume that the clusters of interconnected self-prepared returns we detect represent individual
ghost preparers and that all returns in each cluster are ghost prepared. We recognize that there may be false
associations, returns incorrectly identified as being ghost prepared, as well as returns where we do not detect
the involvement of a sophisticated ghost preparer. We do not currently have a measure of the extent to which
we misidentify ghost preparers.

This analysis hinges on the intuition that ghost preparers engage in consistent behavior year over year and
that they treat new and returning clients to their illegitimate practice the same. An extension of that assump-
tion is that where a ghost preparer adopts a new scheme or preparing practice, we assume it is generally em-
ployed across all returns they prepare. It is worth recognizing if a ghost preparer treats new patrons differently
or if they prepare randomly, it could add a confounding variable to our analysis.

The second key assumption is that the changes in the returns of individuals we've identified as transition-
ing to ghost preparers are due to the ghost preparer rather than the motivation for the individual to seek out a
ghost preparer. It is conceivable that individuals choosing to prepare with a ghost preparer may do so due to a
change in their tax situation. It is difficult to statistically disambiguate victims of a ghost preparer and taxpay-
ers working in collaboration with their preparer.

A final important consideration for this analysis is that it spanned the COVID-19 pandemic. This is a peri-
od of change in employment and earnings for many Americans, which had the potential to impact the results.

Return Distributions

When considering year-over-year changes, initial findings supported the assertion that ghost preparers do
influence their clients’ returns. Individuals joining a suspected ghost cluster in comparison to individuals
remaining in a ghost cluster are more likely to see changes in their return characteristics from tax year to tax
year. In addition, preliminary results showed that first year clients and returning clients are comparable across
income and credits claimed suggesting that we are comparing a similar population of filers.

The most notable change from the perspective of tax administration was refunds. Risk-based cluster re-
turns that transitioned to a ghost preparer saw a $733 increase in average refunds for TYs 2021 and 2022 com-
bined, compared to returning ghost preparer cluster filers. Average annual increases in refunds were paired
with increases in average reported incomes and withholding, which, while notable, did not provide a clear
picture of noncompliance.
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TABLE 3. Comparative Annual Changes in Reported Income and Refunds

Return Average Value on F1040 Annual Change Annual % Change
Tax Period
Element Joined GPC | Stayed GPC | Joined GPC | Stayed GPC | Joined GPC | Stayed GPC

TY 2020 $43,154 $39,721 $6,853 $1,268 16% 3%

TotalIncome 1y 1 $39,061 $42,041 $2,572 $745 7% 2%

Total $40,937 $41,337 $4,538 $1,005 1% 2%

TY 2020 $42,594 $39,122 $6,880 $1,232 16% 3%

ﬁ]‘i’c‘)‘rsr:eed Gross v 2021 $38,395 $42,413 $2,370 $851 6% 2%

Total $40,320 $40,774 $4,442 $1,040 11% 3%

TY 2020 $39,331 $40,244 $2,220 -$388 6% 1%

W2 Wages TY 2021 $41,900 $45,075 $3,140 $3,530 7% 8%

Total $40,706 $42,648 $2,717 $1,579 7% 4%

Total Tax TY 2020 $3,786 $2,210 $1,125 $24 30% 1%

Amount TY 2021 $2,922 $3,138 $555 $353 19% 1%

Total $3,301 $2,687 $817 $189 25% 7%

- (v) 0,

Withholding TY 2020 $3,932 $3,891 $599 $17 15% 0%

Amount TY 2021 $3,876 $4,384 $169 $411 4% 9%

Total $3,902 $4,138 $367 $198 9% 5%

TY 2020 $3,744 $4,194 $508 -$43 14% 1%

Refund Amount  TY 2021 $4,755 $4,394 $1,042 $170 22% 4%

Total $4,291 $4,204 $797 $64 19% 1%

TY 2020 $2,843 $2,994 -$49 -$188 2% 6%

Ef;gid Income 1y 5021 $2,621 $2,775 $185 $29 7% 1%

Total $2,712 $2,884 $78 -$79 3% 3%

An additional finding of note is that there was no major year-over-year change in Earned Income Tax
Credit (EITC); neither the rates at which it is claimed, nor the average value of the credit. This is significant
because it showed changes in refunds do not appear to be driven by the EIC and that, for this clustering ap-
proach, transitioning to a ghost preparer doesn’t appear to have a major change in EITC behavior of taxpayers.

TABLE 4. Year-Over-Year Change in EITC Claims

Dropped No Change Added Net Change Percent Change

Tax Year 2020

Joined GPC -38 807 +43 5 1%
Stayed GPC -53 889 +32 -21 -2%

Tax Year 2021

Joined GPC -32 965 +48 16 2%
Stayed GPC -48 907 +27 -21 -2%
Totals

Joined GPC -70 1772 +91 21 1%

Stayed GPC -101 1796 +59 -42 -2%
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We do observe filers joining suspicious clusters show higher year-over-year changes in Schedule C usage.
This could indicate that ghost prepares are fabricating business income and losses to maximize refunds for
their clients however this analysis doesn't provide evidence of noncompliance.

TABLE 5. Year-Over-Year Change in Schedule C Usage

Dropped No Change Added Net Change Percent Change

Tax Year 2020

Joined GPC -53 740 +95 42 5%
Stayed GPC -67 856 +51 -16 -2%

Tax Year 2021

Joined GPC -37 858 +150 113 1%
Stayed GPC -40 879 +63 23 2%
Totals

Joined GPC -90 1,598 +245 155 8%
Stayed GPC -107 1,735 +114 7 0%

Discriminant Function Score Distributions of Cluster Returns

In looking for ghost preparer effects we consider an existing IRS risk metric, the discriminant function (DIF)
score, to provide insight into the compliance risks posed by clusters of interconnected 1040 self-prepared re-
turns. The DIF scoring algorithm is a technique that has been used since 1969 to predict how likely a tax return
is to have a significant adjustment. Individual and small corporation income tax returns, and S corporation,
and partnership tax returns receive a DIF score during processing. The score is calculated and stored in the
administrative data system, then is used in downstream systems during examination selection.

DIF encompasses a series of models that are specific to mutually exclusive tax classes known as activity
codes. Returns are assigned an activity code based on total positive income, total gross receipts, and EITC.
These classes help in guaranteeing fairness by providing balanced coverage for all tax return types. By develop-
ing a model for each activity code, similar returns can be compared to one another, enabling more accurate
predictions about the population, and allowing for the most noncompliant returns to be selected. A high DIF
score indicates that the return has a high likelihood for significant tax change overall and that auditing that
return will lead to a tax change. DIF score distributions are not consistent across activity codes or processing
years, meaning models cannot be compared to one another.

To allow for comparison year to year across all filing types we consider returns which fall within the top
5 percent of DIF scores, indicating they're the riskiest returns irrespective of processing year or activity code.

Results. For the two tax years considered, 2020 and 2021, we found that on net, 3 percent of returns where
the filer joined a ghost cluster moved into to the 95" percentile of the DIF distribution from the previous tax
year compared to 1 percent of returns where the primary filer stayed with a ghost preparer. These results are
not conclusive, but they do indicate that ghost preparers do not lessen the audit risk to the taxpayer or improve
compliance on average.

Overall, however, we found all returns in the population considered to be significantly more likely to fall
in the top 5 percent of the DIF distribution. Returns in suspected clusters, both first time and repeat filers, fell
within the top 5 percent of the DIF distribution at rates of 16 percent and 17 percent respectively across TYs
2020 and 2021, indicating they are more than 3 times as risky as returns overall when considered from a DIF
perspective. For TY 2020, our sample includes 1,045 filers who self-prepared and would go on to be identified
in a suspected ghost cluster in TY 2021, for that group 138 of the returns, or 13 percent fell within the top 5
percent of the DIF distribution. While not as high as the returns identified in ghost clusters for the same year,
(15 percent) it still is much higher than we would anticipate.
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TABLE 6. Returns in the 95th Percentile of the DIF Distribution

RZ:L:frI\s Ret"B?:t'r?b?ﬁ:ﬁ,?f PIF Lettosw, Ch::ge pelnesibbte Ch’:lentge

Tax Year 2020

Joined GPC 888 14% -52 772 +64 +12
Stayed GPC 974 16% -61 849 +64 +3
Tax Year 2021

Joined GPC 1,045 18% -59 878 +108 +49
Stayed GPC 982 18% -67 832 +83 +16
Totals

Joined GPC 1,933 16% -111 1,651 +172 +61
Stayed GPC 1,956 17% -128 1,681 +147 +19

* This value is 5 percent in the population overall.

Next Steps

Validate

An important next step for the larger project and for this analysis is to measure the effectiveness of the vari-
ous clustering approaches. Validation generates feedback which can improve existing processes and provides
important context to the analysis results. There may be options to use existing IRS data or processes for this
purpose, but each has its own challenges and limitations. One possibility would be to use compliance and
enforcement data to check if previously identified ghost preparers would have been identified using network
analysis. Another approach might be to use IDT identification detection processes to identify overlap with
ghost preparation results. There may be additional options as well.

Validation can help to identify potential biases or gaps in clustering results which is critical to this effort.
False positives could have serious consequences for taxpayers who legitimately self-prepare their returns as
well as individuals falsely identified as ghost preparing returns. In addition to limiting risk to the taxpayer,
verifying results can highlight failures of the model to identify known ghost prepared returns which may rep-
resent gaps in enforcement. Ghost preparer patterns and approaches likely evolve overtime, generating labeled
data is key to improving models and staying ahead of new schemes.

When a ghost preparer is detected, the IRS does undertake outreach and compliance actions to help that
preparer meet their legal obligation. In some cases, the IRS may pursue a criminal investigation of the pre-
parer. As a result, the IRS does have information about known ghost preparers. One approach for validating
clustering results would be to check if they detect known ghosts.

There are challenges in doing this as well as some limitations to how generalizable we could expect the
results. Compliance datasets are primarily oriented around the ghost preparer, while the cluster analysis is ori-
ented around returns. The complicates analysis because it requires dealing both with the uncertainty around
the ghost and their clientele, for a known ghost we may not have an exhaustive picture of the returns they
prepared and for the suspected returns we may not have a full picture of the ghost preparer. Creating a cross
walk between the two will be a challenge.

A limitation, which may be abating, is the delay between detection and action. Investigations and pros-
ecutions may take years, so many definitively identified ghosts were not active during the processing years for
which the clustering results are available. This means that known ghosts, either prosecuted or treated and the
returns identified using network analysis have limited overlap. Finally, ghosts the IRS has detected and treated
may not be representative of ghost preparers overall, so looking at these datasets may not provide a true picture
of the effectiveness of the clustering.
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The IRS does commit resources to detecting IDT in real time to limit risk of individuals being unable to
file returns and reduce the harm to the government. Some of these processes may also identify ghost preparers
in real time. One option would be to collaborate with the IDT detection teams to look for overlaps. The major
limitation of this approach is that while it may corroborate the current approaches, it is not definitive.

Ghost Preparer Compliance Study

By leveraging important insights learned thus far using the GPT network analysis techniques that identify
suspected ghost preparers, a compliance study program could be established to enable the Service to study
ghost preparers’ compliance behaviors and effects on tax administration. A potential ghost preparer compli-
ance study might involve examining a portion of tax returns they prepared to assess compliance changes. The
study should consider elements such as income underreporting and credit overclaims which would require a
two-step sampling design.

A formal compliance study, if undertaken, should involve various stakeholders to set priority goals and
determine the size of the study needed based on available resources and additional data to be captured, among
many factors. Since there is no ghost preparer audit data, what follows is a possible starting point.

Objectives of Ghost Preparer Compliance Study

1. Estimate ghost preparer population and related characteristics,
2. Estimate impact of ghost preparers on tax compliance and tax-administration, and
3. Use result of the study to enhance ghost preparer compliance strategy.

First-Stage Sample. Select a random sample of clusters (networks) from a population of suspected ghost
preparer networks? identified by the two clustering approaches: Risk-based and Top-down. Provisionally, this
can be done by selecting equal number of first-stage samples of suspected clusters from each clustering ap-
proach. Since suspected ghost preparer clusters range by sizes of returns, stratification of the first-stage sample
by network size will be an appropriate approach to make sure some of the large volume clusters are included.

Second-Stage Sample. For each of the first-stage samples of suspected ghost preparer networks selected,
select a random sample of returns (customers of suspected ghost preparers) with an explicit objective of posi-
tively identifying the suspected ghost preparer’ and assess the nature and level of noncompliance at the return
level. The second-stage sample size for each first-stage sample cluster will depend on resources, but a starting
point could be proportional-to-size, with the minimum number of returns (customers) necessary to positively
identify the ghost preparer, as determined by subject matter experts.*

While a formal ghost preparer study can be implemented as part of existing compliance programs, there
will be extra efforts and data capturing needs that will require additional resources. However, the long-term
benefit of the outcome data of the study will far outweigh the initial costs. In addition to being able to have
a reasonable impact estimate with a Ghost Preparer Compliance outcome data, a more tailored compliance
strategy and treatment option(s) can be established by developing supervised predictive machine learning
algorithms, such as GNN, that can better identify potential ghost preparers. Without outcome data, the best
modeling effort that can be done at this point is some sort of unsupervised anomaly detection method whose
effectiveness and reliability cannot be as easily assessed during modeling. Furthermore, with outcome data, the
effectiveness of the networking approaches can be valuated and improved, iteratively.

The population of suspected ghost preparer networks refers to networks identified by each of the clustering approaches. However, these networks don’t necessarily
identify all ghost preparer networks. Hence, by the nature of the problem, we don’t have the possible universe of the ghost preparer frame. Accordingly, though
a big step up from current practices, the level of inference that can be made using this compliance data will be limited.

For each first stage sample cluster, we would need a second stage sample size of returns audited to positively identify the ghost preparer and to produce compliance
level at a network level.

If results from the Ghost Preparer pilot treatment options are available, a formal model-based sampling design can be constructed.
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Faruqi, Lauren Szczerbinski, Michael Stavrianos (ASR Analytics)
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